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Abstract . A hierarchical automatie placement algorithm for mixed mode placcment problem is presented. The
so called mixed made is a combination of standard cell and macro black. The presented algorithm completes the
placement in both block level end cell Tevel. In block level, the random celle are firetly partitioned into selt
blacks, then 8P {scquence pair) based merhod is used to do block placement. In cell level, firstly, quadrane
placement method is used ta da inner placement within each soft block, then a placement improvement routine is
dome to the whele chip, and ar last, a combined min-cur and enumeration based detaifed placement procedure
completes the final placement. The algorithm is tested pn a set of circuits with different number of standard cells
and macro blocks. and obtains satisfactory results,

Key words: wmixed mode; placement; partitioning; sequence pair; gquadratiz placement

Mixed Mode is a combination of standard cell style and BBL (Building 3lock Layout) style, which has the
advantages of both. In fact, it is an often-oceurred sitnation to introduce direstly well designed and rested,
different shape and size function hiovks 10 an existing standard cell circuit. However, current algorithms deal with
macrce blocks in very simple ways, 1.e. , either move therm manually or use highly heuristic method, So far, neither
enough research has been dona, nor sre the resulis satisfuctory in auntomatic placement for mixed mode. The
fundamental reason is that it is very hard to find an approach that can achieve good results in tolerahle run time.

The earliest work about mixed mode placement can be found in 197800 Feller et al. set some maero blocks,
such as RAM, ROM to the corner of the chip. Of course. no good placement yuality can be obtained by this simple
methad, Retngold’s algorithm has more generaliry!® . which completes placement through three steps: (1) A one-
dimensional placement is generated by min-cut method. (2) All placement companents are clzssified into categories
according 1o their height. (3) From lowest height category (. e. stundard cell). repeatedly merge the components
to form higher category components. Though this highly heuristic method runs very fasts no good result can be

obtained,
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Upton et al. approach the problem in a floorplanning perspective™l. They firstly partition the standard cells
into a group of soft blocks, then a simulated annealing floorplaning is done 0 both soft blocks and original hard
blocks, and at lasts another simulated annesling placement is done within each soft block. Because of the high
complexity of floorplaning, the relatively simple slicing structure has to be adopted. Back ef af. present a combined
bipartitioning znd slicing method™!, whose feature is that each time the bipartitioning is done along the edge of
current biggest block, until all blocks are involved. The algorithm runs very fast, but the placement quality is
limited, because every macro block is put along the boundary of the corresponding sub-region created by
bipartitioning.

Vygen proposcs a flat placement algorithm ®!, which vicws both standard cclls and macre blocks es the same
placement components. In order to resolve the overlaps between macro blocks, a linear programming problem is
formulated with the moving quantity as the ohjective. which is solved by branch and bound method. Recently, Yu
et al. also present a mixed mode placement algorithm, named MMP™', which applies a guadratic placement
procedure to both standard cells and macro blocks. During placement procedure. the overlaps between macro
blocks are eliminated by a successive slicing method. Despite the high running speed. MMP's placement result may
he severely impacted in the course of resolving the very large overlaps between macro blocks. In addition, MMP is
inapplicable to non-slicing structures,

Generally. the algorithms for solving the mixad made placemenr prablem fall into two categorias . flat!™®1 and
hierarchical 1. The strategy of flat algorithm is 1o view both standard cells and macro blocks as the same
placerient components. whose advantage is that low complexity placement algorithm. such as quadratic-bhased
algorithm, can be utilized 1o do rhe placement with very high speed. However, large overlaps may occur for macro
blocks because they connect too many nets. So the placement quality will deteriorate while resolving the overlaps.
The strategy of hierarchical algorithm is 10 do the placement through black leve! and cell level, and the overlaps
involving macro blocks are eliminated in block level. In both levels, the number of placement components reduces
considerably. Tlowever, block level placement generally has higher complexity. If there is not a high-efficiency
placement representation method, the block placement algorithm can’t achieve an acceptable result within talerable
run time. Therelore, low complexity slicing strucrure is adopted so far, whose limitation is evident,

Since late 1990s, there have appear some important achievements in block placement research, some very
effective non slicing representations such as SP (Sequence Pair)!™l, BSG (Bounded Slicing Grid) % were presented s
which we expect could serve to solve the mixed mode placement. Here we present a ncvel algorithm. named
HMMP (Hierarchical Mixed Mode Placer), whose idea is: a SP-based simulated annealing optimization procedure
is adopted to do block placement, then quadratic placement is done within blocks. and at last placement improve-

ment and detailed placement are dene to complete the whele placement.
1 Outline of the Algorithm

1.1 Problem definition

Given a set of placement compenents, including standard cells . PADs and macro blocks. The siandard cells
ate little placement components with the same height but variable width. The PADs are fixed along the boundaries
of the chip. which are in charge of transmitting signals [rom or 10 the outside world. Macro blucks are also built
up by standard cells, but have {ixed width and height, so they are also called hard blocks. A macro block can be
moved as an entity, but the relative positions of its contained cells should not be changed. Throughout the paper,
we name those standard cells that are outside of any macro blocks as random eells,

Under above conditions, the mixed mode placement problem is defined as; Put the standard cells and macra
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cells on the fixed-sized chip with no overlan, the standard cells are guaranieed to be on the legal rows and
positions, while making the total length of all nets minimized.
1.2 Placement procedure

HMMP completes the placement through block level and cell level. Block level placement is done through
random cell partitioning and block plecement, and cell level placement is done through inner-blaock globai
placement, placement improvement and detailed placement,

To randdom cell partitioning step, all the random ccils are partitioned to a set ol groups, cach forming a soft
block. In block placement step, block placement 1s done to both hard blocks and soft blocks, In inner-block global
placement step., global placement is done within each soft block. thus the approximate cell positions are
determined. The hard blocks are fixed after block placement, so are their contained cells. In placement imprave-
ment step, a local optimization methed is done to improve the placement quality further to the whele chip. In

detailed placement step. 2ll cells are assigned to legal positions of legal rows.
2 Block Level Placement

2.1 Random cell partitioning

There exist many approaches to cireuit partitioning problem. such es clustering!™, eigenvector decomposi-
tion™, network flow!™!*, group swapping/2%, ete. In practice, KL and FM™, which have linear complexity,
are the most commonly adopted bipartitioning algorithm. KL-FM based algorithms use the number of cut nets as
the metric to evaluate partitioning guality. However. the two partitions generated by KL-FM based algarithms
have comparable size. which may not match with real situation of the cireuit. For a hierarchical partitoning, the
violation between predefined partition sines and the ressonable ones will accumulaze and finally lead to a poor
partitioning result. To solve the problem, Yen-Chuen Wei proposed a concept named ratio as the new metric to
locare natural clusters in the circuitl*!, We adopted ratio-cut partitioning as the basic routine in the hierarchical
partitioning.

Given a network C=(V,N). where V is the set of andom cells and N is the set of nets. If A A’ = and A
UA=V, then (A4,A4") is a partition to . Let N, o represent the number of cut net of (A4,A’), then the ratio of
this cut is defined as Ry o =Ny /(1 A| +

cuts to the network.

A" ). Ratio-cut is the cut that generates the minimum ratio among all

The partitioning to ail random cells is & tep-down and hierarchical procedire. Suppose the aetwork formed by
all random cells is (7. =(V..N,3, the upper bound of cell number of a cluster is Num, then the algorithm is shown
in Fig. 1.

1. Build a binury trec named TREE, witl 7, as (he root,

2. M each leal node of TREE contains cells less than Nem, STOP,

i Ramdumly select a leaf node € which have more cells than Numt. bi-
partition ' using ratio-cut algorithm. generate two sub-cirenits, ;=
V1. N Co=1(Vy, N2), as the left and right sub-tree of €. Go o
setp 2.

Fig. 1 Hierarchical partitioning algorithm

2.2 Block placement

SP is a very effective data representation method for non-slicing structure, which makes it possible 1o do block
placement by random search hased optimization algorithms like simulated annealing. SP is an ordered pair of 'y
aud I' -, each of which is a sequence of names of given modules. When a placement is given, a corresponding SP
can be obtained by so called positive loei and negative loci. Canversely, if a sequence pair is given. the horizontal
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and vertical relations between two modules are uniquely determined, thus a placement is obtained. The set of all
SPs form the solution space, where the bleck placement algorithm searches for the optimal /suboptimal solution.
For further description about 3P, please refer to Ref. [7].
Simulated annealing search method is used. We define the objective function as
S A+W, * Lent Wy * |AR—ChipX /ChipY |, (1
where A is the rectilinear area a placement occupics, Len is the total net length, AR is the desired aspect ratio.
ChipX and ChipY are width and height of the chip, W, and Wg are weighting factors.

At any state in the search procedure, we look for the next state in three ways:

(1) Randomly select two blocks in I'; and interchange them.

(2) Randomly select twa blocks in I'_ and interchange them.

(3} Randamly select a soft block and change its zspect ratic.

Because g SP determined placement put the blocks from left-bottom corner of the chip, emply space may occur
st right (top ) if the width{height) of the occupied region of a placement is less than the width(height) of the <kLip.
In order to fill the empty space, we magnify the coordinares of ali the random cells in corresponding directions. For
example, if the right boundary of a placement is Xa. then for 2 cell with rcoordinate x. the new coordinate is
computed by

Tom=a * ChipX/Xn. (2}

After this step, all the soft blocks are pulled longer in horizonial and for vertieal directions. For a bard block.
distortion is not allowed, so just compute the new cocrdinate of its center point, and move to this new point.

Though a simple bounding -box model is used to estimate ner length,s the placement speed is severely Impacted
for reason of the large number of nets. To alleviate the impact, we identify those nets whose net lengibs zre equal
or approximately equal. Two nets have equal or approximately equal lengths f the following two conditions are
satisfied

(1) The two nets connected the same set of soft blocks.

(2) The 1two nets connected the same set of herd blocks. For each hard block they connected, the minimum

and maximum terminal coordinates sre approximately equal.
3 Cell Level Placement

3.1 Inner-block global placement

Alter block level placement, the boundaries of all soft blocks are determined. For an arbitrary seft block ..
we should find its corresponding local circuit as follows .

(1) Tor a zell ¢,y if it docs not belong ro #3,, but it drives some cells that beloug v B, e eris a PTof che
soft block,

(2) For a cell ¢,, if ir does not belong to B, but it is driven by a cell that belongs to 8,5 then ¢ is & PO of the
soft block.

8%, all found Pls. PO, together with standard cells within B, form a local cirevit. Global placement is done
to the local circuit of each soft block.
311 Problem description

The quadratie placement is described as

b VR » - .
minimize L{a,yi= >_JL,,EU,,= }_J > ((I.—I,)“F(y,‘y,)d) . {3
Az N o€ MigEn
R 1 1 3 . N .
suhiject to = xTi=ri, ; Ly,zr; F— e sms 1)
[.S;] i€, |8;] s
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where (3) is the objective function, L, is the estimated wire length of net n, w, is the net weight. (4) are spread
constrzints which enable the cells to spread evenly on the chin. At ith level, the chip area is divided inta 2%
regions, while all the random cells are partitioned into 2% sets according their coordinates, thus each region can be
assigned 2 ser of cells. 5, is a region with |$,] 2s its contained number of cells and (5,77 as its center lacaticn.
3. 1.2 Solutien mecthod

Eq. (3} can be written compactly in matrix notation as
Lizey) =%(H‘Qﬁ—y"Qy)+r"‘r+d'y. (s)

where vectors x and y denote the coordinates of cells, ¢ and o are constant vectors which are determined by PADs,
Q is a positive definite matrix.
The guadratic preblem can be solved by Largrangan relaxation method. The Largrangian equation can be
written as
-‘JTI'IA?E;E[ tl}iyn %x"'Q.‘rﬁ- %yTQy+cTz +o A A Ty =), (6)
where A, and A, are largrangian multipliers.
With fized A; and A,, let AL/2r=0,3L/3y=0, the solution can be obtained as
2E = — QT ARG e, Y = g LA 4 ) [l
Between iterations, A, and A, arc modified by
A P =mmax 0AF 4P (e e —r 00 ], A =max 10,48 4 (e 00 8
Therefere, the global placement procedure is an iterative interaction between rwo sub-routines (see Fig, 2):
(1) Glabal optimizasion . Salve Eq. (6) and modify A, and i,, making the solution ro the optimum gradually.
(2) Cell dispersion: Add spread constraints in successively levels, making the cells spread more and more
uniform.
. Set initial pertition level H=10, Set A, =(,A,=1.
. Exert spread constraints te level £, Set iterative number J=0;
Salve Eq. (73 by canjugate-gradicat method.
. Modify A, and 4,.
cSet T =T+ i F<lT e go to step 3.
. H< I s st H=F141, go to Serp 2; clse STOP,

Where Trp; 18 maximum iteration numbet, ffoq., is maximum partition level.

B T

Fig. 2 (lobal placement procedure

3.2 Placement improvement

After global placement. every random cell is restricted in a soft block, which makes the ccll positions
partitioning dependent  Further more, there may he many cells overlapping on the boundaries between blocks. To
reduce the overlaps and improve placement quality further, we ignore the bouudary limit and move each randem
rell to itx aptimal position.

For a randomm cell, say ¢+ i the set of nets it connects to is N,, then the total net length is

X ) 2 2
L= e w [, — )+ (p— 3,0t ] (5
A€ N
Fix the sct of cells ¢, vonnects to. and let
("'LN: /ﬂf.;(), i’L‘\'x/’Jy; =) (10)

Then we get the optimal position of ¢
. . ) R 1
3 w : .
xi=m| ZJ w,,-;z‘,}/ L we s (i 13, y=| }_, wn':)',,/ 24 2w, « (n—12. an
PEEORES nE N i Wy i N

However, the computed optimal position may overlap with hard blocks, so ¢; should be repesitioned again.
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This can be done by firsily connect the current and optimal position with a line segment and divide the line segment
evenly by some points, then from the optimal position to the original position. search the points one by one until a
[ree point is found.

Placement improvement should be done to every random cell many times to get a better placement.
3.3 Delailed placement

Detailed placement is done through three steps: (1} An initial detailed placement is obtained by inheriting cell
positions determined by placement improving procedure. (2) Row assignment refining and row evening are
interlaced to reduce the wire length in y and » directions respectively, while rows evening and overlap removing are
also done within interlaces. (2) The wire length is reduced further by cell permutation within rows.

Before detailed placement , areas occupied by hard blocks should be determined and filled with dummy cells to
prevent other real cells from entering into the areas. Dummy cells are not allowed to move between rows, but the

gaps between dummy cells can be used as placement area. For further information about detailed placement . please

refer to Ref. [15].
4 Complexity Analysis

The complexity of ratio cut algorithm has preven to be (2(F), where P is total number of pins of all random
cells. The complexity of SP-based block-level plecement algorithm is O(N?), where N is the number of blocks.

For global placement, the time spent on each iterative step is proportional to m-+n + p, where n,m, p
represent the number of cells, nets and PADs respectively. In large cireuit, p and m inerease linearly with », so
the time complexity of each iterative step is O{n). The irerative number is determined by solution accuracy. and
we can give it an upper bound »™°. A sorting operation reed to be dane in cell dispersion procedure to the cells,
corresponding time complexity is (n X log n). If we set the maximum partition level 10 log », otal 1ime complexity
is 0(*® + loghn).

The complexity of placement improvement is Qln) and detailed placement is O07).
5§ Experimental Results

HMMP is implemented in C and works on a SUN Enterprise450 workstation. The test circuits are provided by
ARCADIA design systems Inc. . whose characteristics are shown in Table 1. The experimental results about run

time are shown in Table 2.

Table 1 Characteristics of test circuits Table 2 Experimental results {run times)
... #macro Block area Block level Ceil level Total
Circuits  Heells ol Hnets . 4 Cireuils

blocks /chip area(}4) placement time (5} placement time (s) time (s)

Block 2 7084 2 L0049 37 Block 2 240. 8 117.3 3661
Block 4 6350 4 -0049 12 Block 4 257.6 105. 4 363
Block 6 5996 6 -0019 47 Block 6 271. 1 100, 9 382
Block 8 5662 8 10049 50 Block & 307.1 98.8 108, 7
Block 9 3885 9 10049 33 Block © 9299, 3 96.5 385. 8
Block 10 5151 10 10049 57

We can see in Table 2 that, although a simulated annealing method is used to do block placement. the time
consumption is rcasonakble. The reason for that is we have adopted the very effective SI* model as well as some
means such as identifying approximate length nets, limiting the number of blocks for block placement and so on.
Further more, it can be expectec{ that the run time increase is limited for higger cirenits hecanse we have affactively

contrelled the number of partitioned soft blecks. HMMP proves its feasibility and practicability by running very
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stahle on all the test circuits.

In fact. in addition to reasonable run time. the main contribution of HMMP lies in the great improvement in
plecement quality. The enmparizsons with MMP are shown in Table 3. We can see thet HMMP outperforms MMP
on all (est circuits. The improvement ratio ranges between 9. 5% and 29. 41%. HMMP’s advantage in placement
guality is obvious.

Table 3 Test results of HVIMP and comparison to that of MMP {wire length)
Circuits Wire length of MM? (pm) Wire length of HUMP (pm) [mprove ratic( )

Block 2 2 396 547 1852 Doz 25.1
Block 4 2253 763 1924 84h 14.2
Block 6 2 i1 684 2029 252 3.7
Hlocx 8 2 814 416 2922 611 8.1
Block § 3 068 610 2 345 725 23.5
Riock 10 7 484 459 2130 945 14.2

At last, we give an illustrative show of the placement of black 9 in Fig. .

6L PN N

(#) Afrer Block level plicerment ‘ () Aler cell level placement

Fig. 3 Placement plot for block 9
6 Conclusion

Experiments] results show that our hicrarchical mixed mode placement algorithm is fezsible. und can achieve
very gooad placement guality. The most important advantage is that it is campetent for non-slicing structure. Thus
even if there may be many different-sized macro blocks. the placer can stll give 4 non-overlap placement in block
level. In the cell level, because quadratic plagement method is adopied, the placement speed is very fasi. Tn the fo-

ture, we expect to extend it to solve timing-driven mixed mode placement problem.
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