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摘　要: 模糊测试是一种自动化的软件测试方法, 通过向目标软件系统输入大量自动生成的测试数据, 以发现系统

潜在的安全漏洞、软件缺陷或异常行为. 然而, 传统模糊测试技术受限于自动化程度低、测试效率低、代码覆盖

率低等因素, 无法应对现代的大型软件系统. 近年来, 大语言模型的迅猛发展不仅为自然语言处理领域带来重大突

破, 也为模糊测试领域带来了新的自动化方案. 因此, 为了更好地提升模糊测试技术的效果, 现有的工作提出了多

种结合大语言模型的模糊测试方法, 涵盖了测试输入生成、缺陷检测、后模糊处理等模块. 但是现有工作缺乏对

基于大语言模型的模糊测试技术的系统性调研和梳理讨论, 为了填补上述综述方面的空白, 对现有的基于大语言

模型的模糊测试技术的研究发展现状进行全面的分析和总结. 主要内容包括: (1)概述模糊测试的整体流程和模糊

测试研究中常用的大语言模型相关技术; (2)讨论大模型时代之前的基于深度学习的模糊测试方法的局限性; (3)分
析大语言模型在模糊测试方法中不同环节的应用方式; (4) 探讨大语言模型技术在模糊测试中的主要挑战和今后

可能的发展方向.
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Abstract:  Fuzzing,  as  an  automated  software  testing  method,  aims  to  detect  potential  security  vulnerabilities,  software  defects,  or  abnormal
behaviors  by  inputting  a  large  quantity  of  automatically  generated  test  data  into  the  target  software  system.  However,  traditional  fuzzing
techniques  are  restricted  by  such  factors  as  low  automation  level,  low  testing  efficiency,  and  low  code  coverage,  being  unable  to  handle
modern  large-scale  software  systems.  In  recent  years,  the  rapid  development  of  large  language  models  has  not  only  brought  significant
breakthroughs  to  the  field  of  natural  language  processing  but  also  introduced  new  automation  solutions  to  the  field  of  fuzzing.  Therefore,
to  better  enhance  the  effectiveness  of  fuzzing  technology,  existing  works  have  proposed  various  fuzzing  methods  combined  with  large
language  models,  covering  modules  like  test  input  generation,  defect  detection,  and  post-fuzzing.  Nevertheless,  the  existing  works  lack

 
 

*   基金项目: 国家自然科学基金 (61972373)
本文由“大模型下的软件质量保障”专题特约编辑王赞教授、王莹副教授、陈碧欢副教授、姚远副教授、张敏灵教授推荐.
收稿时间: 2024-07-17; 修改时间: 2024-10-14; 采用时间: 2024-11-25; jos在线出版时间: 2024-12-10
CNKI网络首发时间: 2025-03-06 

软件学报 ISSN 1000-9825, CODEN RUXUEW E-mail: jos@iscas.ac.cn
2025,36(6):2404−2431 [doi: 10.13328/j.cnki.jos.007323] [CSTR: 32375.14.jos.007323] http://www.jos.org.cn
©中国科学院软件研究所版权所有. Tel: +86-10-62562563

mailto:yxxue@ustc.edu.cn
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
http://www.jos.org.cn/1000-9825/7323.htm
mailto:jos@iscas.ac.cn
https://doi.org/10.13328/j.cnki.jos.007323
https://cstr.cn/32375.14.jos.007323
http://www.jos.org.cn


systematic  investigation  and  discussion  on  fuzzing  techniques  based  on  large  language  models.  To  fill  the  above-mentioned  gaps  in  the
review,  this  study  comprehensively  analyzes  and  summarizes  the  current  research  and  development  status  of  fuzzing  techniques  based  on
large  language  models.  The  main  contents  include  (1)  summarizing  the  overall  process  of  fuzzing  and  the  relevant  technologies  related  to
large  language  models  commonly  used  in  fuzzing  research;  (2)  discussing  the  limitations  of  deep  learning  based  fuzzing  methods  before
the  era  of  large  language  model  (LLM);  (3)  analyzing  the  application  methods  of  large  language  models  in  different  stages  of  fuzzing;  (4)
exploring the main challenges and possible future development directions of large language model technology in fuzzing.
Key words:  large language model (LLM); fuzzing; test input generation; defect detection; post-fuzzing
 

1   引　言

随着信息技术的快速发展, 软件系统与日常生活的融合程度不断提高, 极大地便利了公众的日常生活和工作.
与此同时, 软件系统的应用也面临着许多安全问题. 软件中的潜在缺陷会导致通讯、支付等数据的泄露, 给个人和

社会带来较为严重的经济损失和安全风险. 因此, 确保软件系统在部署的环境中安全稳定运行愈发重要.
模糊测试作为一种发现软件安全漏洞的有效手段, 尤其适用于发现未知的、隐蔽性较强的底层缺陷, 并通过

及时修复提高软件系统的安全性. 模糊测试的核心思想是通过大量输入数据对目标系统进行测试, 以触发其内部

异常处理机制, 并通过观察系统响应和行为来发现潜在的漏洞和错误. 尽管模糊测试已在一定程度上实现了自动

化, 但对于具有复杂功能和结构的软件系统, 即使利用基于约束 [1]、基于随机 [2]、基于学习 [3]等辅助手段, 设计高

效的模糊测试程序仍然是一项具有挑战性的任务.
近年来 ,  人工智能领域涌现出拥有庞大模型参数规模的大语言模型 (large language model, LLM), 如

ChatGPT[4]、LLaMA 2[5]. 这些模型通过大量数据训练, 在机器翻译、文本生成、文本分类等自然语言处理 (natural
language processing, NLP)任务中表现出良好性能, 并可成功应用于各种软件工程任务, 为模糊测试方法研究带来

新机遇. 并且, 随着 LLM的不断发展, 也出现了专用于程序语言处理任务的代码 LLM, 如 CodeGen2[6]、DeepSeek
Coder[7]等. 经过大量程序源代码的训练, 这些模型可以更加正确地完成代码生成、程序修复等程序语言处理任务,
并能充分适配模糊测试中的测试输入生成和缺陷检测等环节.

将 LLM应用于模糊测试领域有利于提升模糊测试自动化水平, 分析被测试软件的潜在漏洞, 从而实现对系统

缺陷的高效检测. 一方面, LLM经过大量语料库训练, 只需进行较少样本学习即可了解目标程序, 并自动生成符合

模糊测试要求的测试用例. 另一方面, LLM作为具有大量参数的语言模型, 具有强大的学习推理能力, 可深入分析

具有复杂调用关系的程序漏洞. 尽管 LLM无法保证结果的完全正确性, 且存在因对软件理解不足和处理能力有限

而生成错误测试用例的情况, 但是这并不会为软件系统引入新的安全隐患. 此外, 在模糊测试中, 测试用例的多样

性有助于提高测试的充分性, 因此即使是错误的测试用例, 仍有可能帮助发现意外的软件漏洞 [8].
本文在公开的期刊以及会议论文中检索了目前基于 LLM的模糊测试研究中提出的新方法, 并根据以下 3个

步骤在文献库中检索和选取文献.
(1)本文选用 IEEE Xplore、ACM Digital Library、Google学术等文献数据库和搜索引擎进行原始搜索. 针对

论文的标题、摘要、关键字和索引, 使用关键字 fuzzing、testing、LLM、models、GPT等进行检索.
(2)为了避免遗漏相关研究, 本文在上述步骤的基础上, 根据每篇文献的参考文献列表寻找与基于 LLM的模

糊测试问题相关的研究文献, 并将遗漏的相关文献添加到本文的研究文献中.
(3)在文献的选取过程中, 本文将以下研究工作排除在外: ① 文献没有使用 LLM驱动测试任务; ② 文献不涉

及模糊测试任务, 例如仅使用 LLM用于代码生成; ③ 文献的研究重点为对 LLM的评估, 例如对 LLM本身安全性

或生成能力进行测试; ④ 文献仅在展望中提及 LLM, 没有将 LLM应用到具体研究中.
根据上述步骤和选取原则, 本文最终收集了 51篇文献作为综述总结的相关文献. 图 1展示了 2020年 (GPT-3

发布)至 2024年 6月每年关于 LLM驱动的模糊测试研究的文献发表统计情况. 从总体趋势来看, LLM驱动的模

糊测试研究从 2021年就开始出现, 并在 2023年出现了明显的数量激增, 这与 LLM的快速发展, 特别是 ChatGPT
的出现和应用密切相关.
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此外, 如图 2所示, 本文根据中国计算机学会 (CCF)推荐的国际学术会议和期刊列表, 进一步对文献发表的会

议和期刊情况进行了统计. 其中, 发表在 CCF 评级 A 类期刊/会议的文献包括: ICSE (13 篇), FSE (5 篇), ISSTA
(2篇), NDSS (1篇), TSE (1篇), S&P (1篇), USENIX Security (1篇)发表在非 CCF评级 A类期刊/会议 (即“Others”
分类)的文献有 26篇.

本文主要对基于大语言模型的模糊测试研究与应用进展进行综述. 第 2节简要介绍研究背景, 包括模糊测试

的分类、基本工作流程, 并探讨在模糊测试中常用的 LLM技术. 第 3节对大模型时代前的基于深度学习的模糊测

试方法及其局限性进行总结. 第 4节重点分析基于 LLM的模糊测试方法的研究现状. 最后, 第 5节对本文进行总

结并展望未来研究方向. 

2   相关背景
 

2.1   模糊测试

模糊测试是目前检测程序中安全缺陷最成功的技术之一, 其原理是向被测系统随机或定向生成输入, 并监视

异常结果来发现系统漏洞 [9].
如图 3所示, 模糊测试的一般工作流程可分为 5个基本步骤, 即预处理、测试输入生成、测试执行、缺陷检

测和后模糊处理.
  

种子候选集

种子选择 种子修剪 种子插桩

测试种子池

① 预处理 ② 测试输入生成

输入生成调度

种子调度 字节调度变异调度
模糊测试输入

③ 测试执行

模糊测试执行

黑盒测试 灰盒测试白盒测试

处
理

输
出

生成

测试执行信息

保存

④ 缺陷检测

测试预言 缺陷分析

⑤ 后模糊处理

配置更新 测试报告 程序修复

适合度

程序缺陷

图 3　模糊测试的一般流程
 

(1)模糊测试的预处理阶段是指在测试输入生成和执行之前, 对目标系统或应用程序进行准备工作的过程. 这
个阶段的目的是为模糊测试配置基础环境, 确保测试过程能够高效、有序地进行, 主要包括种子的选择、修剪和
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插桩.
(2)测试输入生成阶段的目的是生成大量的异常、畸形或随机的测试输入数据. 这些测试输入可以通过基于

变异的方法生成, 即从已知的数据样本出发, 依次完成种子调度、变异调度和字节调度, 分别确定待变异的种子程

序、变异算子和待变异的字节位置, 通过变异产生新的测试用例; 或者基于生成的方法, 根据特定的协议或接口规

范建模并生成测试用例.
(3)执行模块的职责是根据模糊测试输入运行目标测试程序, 将生成的测试用例输入到被测系统中进行测试,

根据执行过程中所获得的代码信息, 模糊测试可以分为黑盒模糊测试、灰盒模糊测试和白盒模糊测试.
(4)缺陷检测模块监视执行情况以检查是否发现新的执行状态或缺陷.
(5) 后模糊处理的目的是整理模糊测试执行信息, 生成测试报告, 并根据缺陷检测信息更新模糊测试的配置.

从更广义的视角来看, 程序修复等操作也属于模糊测试的后模糊处理任务, 有助于进一步完善测试框架. 

2.2   基于 LLM 的模糊测试常用技术

目前, 在基于 LLM的模糊测试中, 主流的技术手段包括微调、提示工程和传统算法融合. 如表 1所示, 微调技

术能够明显提高 LLM 对特定任务的性能, 且微调过程与深度学习训练过程类似较为简单, 但是要求所使用的

LLM必须开源, 且微调过程需要较高的硬件资源. 而提示工程是 LLM的一种特殊优化方法, 无需对 LLM再次训

练即可获得较好的任务适应能力, 但是由于提示策略多样, 需要反复调整和实验才能获得较好的提示内容. 而传统

算法融合则是 LLM的辅助方法, 弥补单一 LLM的固有缺陷, 但 LLM和传统算法的结合需要设计专门的组件, 设
计较为复杂.
  

表 1　基于 LLM的模糊测试常用技术优缺点分析
 

分类 优点 缺点

微调
(1) 微调过程较为简单
(2) 能够提高LLM对特定任务的性能

(1) LLM必须为开源模型
(2) 微调需要较高的硬件配置
(3) 微调过程训练时间长
(4) 微调数据收集繁琐

提示工程 无需对模型进行再次训练
(1) 提示模板设计繁琐
(2) 提示策略选择需要反复尝试

传统算法融合 弥补单一LLM的固有缺陷 与传统算法结合设计复杂
  

2.2.1    微　调

微调是指在预训练模型的基础上对模型参数进行微小调整, 以适应特定任务的需求. 通过微调, 预训练模型可

以更好地适应目标任务, 从而实现更好的性能. 微调利用 LLM已经学到的知识对模型进行再次训练, 而并非从头

开始学习, 这可被视为 LLM应用迁移学习的一种方式.

θ θ = argminθP (Y |X;θ)

为了使预训练的模型适应下游任务, 微调方法以监督的方式训练 LLM. 具体来说, 给定一个由特定任务样本

X 和相应标签 Y 组成的数据集, 微调的目标是为模型找到一组合适的参数   , 使得   
[10]. 基于上

述原理, LLM 微调常包括以下步骤: 选择开源的 LLM 模型; 准备并预处理微调 LLM 的数据集; 加载数据集训练

LLM. 目前主流的 LLM微调方法为: Freeze方法 [11]、P-tuning方法 [12]、LoRA方法 [13]和 QLoRA方法 [14].
相比从头开始训练 LLM, 微调 LLM 可以节省大量时间和硬件资源. 同时可以减少数据需求, 即使数据量较

少, 微调也可以实现良好的性能. 针对软件测试等特定任务, LLM微调可以根据用户需求进行定制化训练, 并且随

着新数据的产生, 可以帮助 LLM实现持续学习. 

2.2.2    提示工程

虽然微调 LLM能有效提高 LLM解决特定任务的能力, 但是微调要求 LLM必须开源. 然而, 由于成本高昂且

具有较高的商业价值, 很多 LLM仍处于闭源状态. 同时, 由于 LLM的结构复杂且包含大量参数, 对 LLM进行微

调所需的硬件资源和时间成本也较高. 已有研究成果表明, 提示调优方法优于对 LLM进行数据微调 [10]. 目前主流

的 LLM提示方法包括: 零样本学习、少样本学习、思维链等.
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零样本学习 (zero-shot learning)[15]是指在对 LLM进行提示时, 不提供样本示例. 在基于 LLM的代码生成任务

中, 零样本学习是通过将任务文本直接输入给模型并询问结果来实现的, 通常有有指导和无指导两种方式. 有指导

的方法, 如后续第 4.1.3 节中提到的 ChatUniTest, 会在提示中为 LLM 提供“请帮助我为特定 Java 方法生成 JUnit
测试…”的说明, 以促进模糊测试用例的生成. 相比之下, 无指导的方式, 如文献 [16], 仅提供单元测试用例的代码

头, 例如“class className Test”, LLM将自动执行单元测试用例的生成. 一般来说, 有指导的方式带来更准确的输

出, 而无指导的方式则适用于更加具体的应用场景.
相比零样本学习, 少样本学习 (few-shot learning)[17]使用的是少量但高质量的具有标签的样本数据进行学习.

在 LLM执行代码生成任务时, 少样本学习的方式是首先提供一组高质量的代码示例, 每个示例都包含目标任务的

输入和所需输出. 当 LLM学习这些示例后, 它可以更好地理解人类的意图和对答案的期望标准. 例如, 在 LiBro[18]

方法中, 为了使 LLM能完成根据常见错误报告自动生成测试用例的任务, 研究人员提供了错误报告和使对应错误

重现的测试用例.
思维链 (chain-of-thought, CoT)[19]提示是一种无梯度的提示技术, 可以引导 LLM生成一系列短句来逐步描

述推理逻辑, 最终得出答案. Wei等人 [19]最先研究了语言模型中 CoT提示的问题, 该技术促使 LLM生成一系列

连贯的中间推理步骤, 从而得出问题的最终答案. 他们的研究表明, LLM 可以通过零样本提示 (zero-shot-CoT)
或手动编写的少样本演示 (Manual-CoT)来执行 CoT推理. zero-shot-CoT方法是在测试相关问题后添加一个提

示, 例如“首先我们考虑, 其次我们分析”或设计类似的步骤清单等, 以促使 LLM生成对目标任务的思维链. 由于

这种提示范例与任务无关, 无需输入演示, 因此是 zero-shot 的方式. 而 Manual-CoT 由人工为 LLM 设计一定的

演示, 每个演示都有一个问题和对应的思维链, 包括一系列中间推理步骤和预期答案. 为了进一步减少人工工作

量, 最近也出现了 Auto-CoT的研究工作 [20]. 例如, Yin等人 [21]探索了如何将 Auto-CoT应用于问答任务, 根据时

间顺序查找每个时间范围内的相关信息, 对 LLM逐步提问, 激发 LLM在理解时间顺序概念的基础上完成相关

问答任务的潜力.
自动提示 (auto prompt)[22]是一种自动生成提示信息的机制, 旨在消除人工设计提示模板和手动组织提示信息

的需求. 在模糊测试领域, 自动提示通常涉及两个甚至更多 LLM的应用. 通常负责生成提示信息的模型需要深入

分析当前任务及其上下文, 提取关键特征, 并生成结构化的候选提示内容. 这些提示信息随后被传递给另一个专注

于生成模糊测试输入的模型, 后者利用这些提示高效生成测试数据. Kojima等人 [23]的研究指出, 自动提示方法是

一种比人工设计更具优势的零样本提示策略, 因为它能够自适应任务需求, 自动优化提示结构, 从而为模糊测试生

成更有效的输入数据. 

2.2.3    传统算法融合

尽管 LLM在许多自然语言处理任务中表现出色, 但由于不同的模型架构和参数设计, 不同的 LLM在代码生

成、上下文学习和任务填充等方面的性能有所不同, 例如 GPT-4[24]擅长总结上下文信息、StarCoder[25]更擅长生成

代码程序 [26]. 因此, 单一的 LLM在模糊测试任务中往往很难达到最佳效果, 难以全面应对多样化的任务需求. 为
了克服这些挑战, 研究人员尝试将 LLM与传统的模糊测试技术相结合, 以充分发挥各自的优势. 一种常见的方法

是利用反馈驱动的验证机制对 LLM生成的测试用例进行优化和迭代. 通过引入程序分析技术, LLM可以根据被

测试程序的结构和行为特征, 生成更具针对性的输入, 从而提高测试的覆盖率. 同时, 变异算子被用于对生成的输

入进行多样化处理, 以探索更多的程序路径, 并通过统计分析技术对测试结果进行系统性评估. 

3   大模型时代前的基于深度学习的模糊测试

相比于 LLM, 研究人员更早接触深度学习, 因此也更早开展了基于深度学习优化模糊测试的研究. 本节将介

绍大模型时代之前的基于深度学习的模糊测试方法的研究现状, 并分析深度学习方法的不足. 

3.1   大模型时代前的基于深度学习的模糊测试应用方式

深度学习作为一种强大的机器学习方法, 在图像识别、自然语言处理等领域取得了显著的成功. 例如, 在图像
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识别领域, 深度学习技术已经在诸如 ImageNet[27]大规模视觉识别挑战赛中展现了卓越的性能, 能够准确地从大量

图片中识别出细微的特征差异, 从而实现了对物体、场景等的高效分类与检测. 而在自然语言处理方面, 深度学习

的长短时记忆网络 (LSTM)[28]架构及其变体通过捕捉长距离依赖关系, 能够更准确地判断文本的情绪色彩, 进而实

现对社交媒体监控、市场趋势分析 [29]; 深度学习的变压器 (Transformer)[30]模型由于其并行化处理机制和自注意力

机制, 能够显著提高翻译任务质量和效率, 在多项基准测试中表现出更低的错误率 [31]. 这些成果表明, 深度学习技

术能够学习到数据的深层次特征, 可以为提升模糊测试等软件测试技术的效率和智能化水平提供较为智能的途

径. 目前, 深度学习已经被应用到了模糊测试的测试输入生成、缺陷检测和后模糊处理等阶段. 

3.1.1    基于深度学习的测试输入生成

基于深度学习的测试输入生成方法通常利用神经网络的学习能力, 通过训练得到能够产生有效测试用例的网

络模型. 这些模型通常采用如卷积神经网络 (CNN)[32]、循环神经网络 (RNN)[33]等深度学习架构, 以捕获程序输入

的内在规律性和复杂性.
例如, 在对文件解析工具进行模糊测试时, Learn&Fuzz[34]将 PDF 对象视为字符序列, 通过训练基于 RNN 的

Char-RNN模型, 实现了对 PDF格式文件解析工具的模糊测试. FuzzGuard[35]则根据 CNN的特点设计了一种基于

3层 CNN模型的深度学习预测模型, 可以在执行目标应用程序之前根据程序的数据流结构预测种子的目标可达

性, 该方法有助于定向灰盒模糊测试过滤掉不可达的输入, 从而提高模糊测试性能. 

3.1.2    基于深度学习的缺陷检测

在模糊测试中, 缺陷检测环节主要包括测试预言生成和缺陷分析两个部分.
基于深度学习的测试预言生成方法通常利用了深度神经网络在特征提取方面的优势, 自动地从大量历史测试

数据中学习出有效的预言. 例如, Monsefi等人 [36]将足够数量的软件输入及其相应的期望输出进行编码得到训练

数据, 利用这些数据他们训练得到了用于生成测试预言的深度神经网络.
同样地, 基于深度学习的缺陷检测方法通常也是利用大量的数据来训练模型, 使得模型可以更有效的提取程

序源代码的语义信息并识别潜在的代码缺陷. 同时, 为了使深度学习模型可以充分理解代码结构, 部分方法尝试将

程序结构表示为向量对模型进行训练. 例如, Li等人 [37]首先将程序转换为抽象语法树, 再通过映射和词嵌入将其

编码为数字向量, 仅将数字向量输入卷积神经网络 (CNN)[32]进行训练, 以自动学习程序的语义和结构特征, 实现对

程序缺陷的识别和检测. 

3.1.3    基于深度学习的后模糊处理

在模糊测试中, 后模糊处理阶段包含的任务较为多样, 包括测试报告的生成 [38,39]、模糊测试的更新 [40]等. 但目

前深度学习系统更多地侧重于后模糊处理的程序修复任务, 通过学习修复前后的代码片段对模型进行训练, 以对

程序的自动修复. 例如 Li等人 [41]提出的 DEAR方法, 该方法深度学习和数据流分析相结合, 通过修复前后源代码

的抽象语法树对 LSTM[27]模型进行训练, 可以对程序中的故障位置进行定位和自动修复. 

3.2   大模型时代前的基于深度学习的模糊测试不足

尽管基于深度学习的模糊测试能够提高测试效率和测试有效性, 但是基于深度学习的模糊测试方法仍然存在

较多不足. 如表 2所示, 与 LLM相比, 基于深度学习的模糊测试方法主要存在两类不足: 深度学习系统的固有局限

性、深度学习系统的应用局限性.
 
 

表 2　基于深度学习的模糊测试方法的局限性
 

分类 局限性 解释

深度学习系统的固有局限性
训练数据的局限性 训练数据质量差

特征学习和推理能力的局限性 特征学习和推理能力差

深度学习系统的应用局限性

测试输入生成的局限性 深度学习系统生成无效或低效的测试输入

缺陷检测的局限性 测试预言知识理解不足、程序缺陷识别能力差

后模糊处理缺陷的局限性 程序修复性能差、智能化和自动化程度较低
 

李岩 等: 基于大语言模型的模糊测试研究综述 2409



3.2.1    深度学习系统的固有局限性

(1) 训练数据局限性

基于深度学习的模糊测试, 其测试效果不仅与模型架构相关, 同时还依赖于模型训练集. 合格的训练集需要包

含足够数量同时比例恰当的正负样本. 然而, 在模糊测试任务中, 由于涉及不同编程语言和测试任务, 部分情景缺

乏足够的训练数据样本. 现有方法通常是使用网络爬虫方法提取或利用其他模糊测试工具生成的数据来构建当前

任务的数据集.
现有的一些公共数据集, 往往存在样本类别少、特征不足的问题, 且用于训练的数据不平衡. 研究表明, 基于

深度学习的模糊测试工具经常面临训练数据不平衡的问题, 导致模型仅基于统计证据盲目地将分支预测为“未发

现”[42]. 相反, LLM是在大量丰富的语料库上进行训练的, 通常只需进行小样本学习甚至零样本学习, 就能够很好

地理解测试用例和目标程序, 减少了训练数据对模型的影响.
(2) 特征学习和推理能力局限性

尽管深度学习在语音识别、图片特征提取等领域展现出强大的特征学习和推理能力, 但当使用深度学习模型

分析具有复杂调用关系的程序时, 如多点触发的漏洞和多重嵌套函数 [43], 基于深度学习的算法性能表现往往较差.
深度学习模型通过多层次的特征学习来自动提取数据中的关键特征, 其黑箱特性也导致其可解释性不足. 在 Li等
人 [25]的研究中, 他们发现基于深度学习的模糊测试方法的性能并没有明显优于其他模糊测试方法, 利用神经网络

模型来指导变异在某些项目中改进并不显著. 

3.2.2    深度学习系统的应用缺陷

(1) 测试输入生成局限性

尽管基于深度学习的测试输入生成方法在提高模糊测试的效率和有效性方面取得了显著进展, 但它们仍存在

一些不足之处, 特别是基于深度学习的模糊测试方法可能会生成无效或低效的测试用例, 可能导致后续的编译问

题或浪费测试执行时间. 例如, DeepXplore[44]在生成测试输入时只能修改现有的输入, 它们的性能取决于初始种子

的质量, 同时由于该方法只是对现有的有效输入施加较小的扰动, 新的测试输入可能仍然局限于从原来测试输入

可到达的区域, 导致许多其他有效输入区域未经测试.
(2) 缺陷检测局限性

首先, 针对测试预言的生成任务, 模型对于测试预言的理解不足. 一方面, 对测试预言的理解受限于模型的学

习能力, 尤其是在面对复杂软件行为时, 单一深度学习模型的性能往往较差. 另一方面, 现有的深度学习预言生成

方法往往需要大量的标注数据, 而这些数据的获取通常既昂贵又耗时. 此外, 由于深度学习模型的黑盒特性, 即使

预言能够正确分类测试用例, 解释其决策过程也是一个难题.
其次, 基于深度学习的缺陷检测技术对于程序的修复能力仍然存在局限性. 首先, 深度学习模型的性能很大程

度上取决于训练数据的质量和多样性. 如果训练数据不足以涵盖所有可能的缺陷类型, 模型可能无法准确检测某

些类型的缺陷. 其次, 深度学习模型可能在面对新型或少见的缺陷时表现不佳.
此外, 利用深度学习系统检测代码漏洞的能力边界并不明确. 例如, 根据通用弱点枚举 (common weakness

enumerations, CWE)[45]分类体系, 缺陷被划分为 10个主要类别, 而这些主类别下的次级分类则多达上百种, 每种缺

陷的特点和表现形式各不相同. 传统的方法会为每个特定类型的缺陷定制规则, 但现有的基于深度学习的缺陷检

测手段往往忽略了不同缺陷类型之间的区别, 通常只是简单地将它们视为二分类或多元分类的问题.
同时, 目前关于深度学习在源代码缺陷检测领域的探索大多还停留在理论研究层面, 通常只是专注于如何对

数据集中的项目进行分类. 然而, 源代码缺陷检测是软件开发流程中不可或缺的一部分, 具有重要的实用价值. 因
此, 这项研究也应当结合工业应用的实际需求来进行, 即从大规模工程项目的角度考虑, 确保整个过程的有效性和

技术方案的可行性. 但目前该部分的研究依然属于空白阶段 [46].
(3) 后模糊处理局限性

虽然深度学习方法已经可以实现对程序的自动修复, 但是在目前的研究成果中, 基于深度学习的程序修复方

法的修复性能依然较差. 例如, 在目前基于深度学习的程序修复方法中, 许多训练数据集包含噪声 (例如, CoCoNuT[47]
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包含许多重复的样本), 这可能会降低模型的性能.
同时基于深度学习方法的程序修复方法, 智能化和自动化程度较低. 比如, 有研究表明 [48], 深度学习方法需要

针对每个打补丁的软件程序执行所有可用的功能测试套件, 无法进行智能化选择, 这将大量消耗执行时间; 同时,
由于过度拟合问题, 开发人员需要进一步执行人工检查来评估合理补丁的正确性, 不仅自动化程度低, 而且人工评

估过程极易出错.
综上所述, 基于深度学习的模糊测试方法通过学习模糊测试输入和程序缺陷的特征, 可以实现自动化地生成

测试输入和缺陷检测. 但是, 由于深度学习方法本身存在的固有缺陷, 以及它在模糊测试应用中存在较大的局限

性, 基于深度学习的模糊测试方法在缺陷检测性能方面存在严重不足. 因此, 研究人员尝试利用 LLM指导模糊测

试, 并出现了较多研究成果, 在第 4节中, 本文将对基于 LLM的模糊测试方法进行总结. 

4   基于 LLM 的模糊测试

随着 LLM 解决代码生成和推理分析等任务的能力不断增强, 研究人员对基于 LLM 的模糊测试方法了解也

越来越深入.
实验证明, LLM的自身特点能够有效克服深度学习在模糊测试中的固有缺陷. 首先, LLM是在大量丰富的语

料库上进行训练的, 通常只需进行小样本学习甚至零样本学习, 就能够很好地理解测试用例和目标程序, 减少了训

练数据对模型的影响. 其次, LLM作为具有大量参数的语言模型, 具备强大的推理能力, 能够更好地学习和生成自

然语言和程序代码, 甚至可以模拟人类的思考过程, 可以推动模糊测试任务的学习和实现.
基于 LLM在 NLP领域表现出的强大能力, 将 LLM应用于模糊测试的研究快速发展. 由于模糊测试的预处理

和测试执行模块尚未出现 LLM 的应用工作, 因此本节将针对深度学习方法在模糊测试的应用缺陷, 仅详细介绍

LLM在模糊测试的测试输入生成、缺陷检测和后模糊处理这 3个方面的研究现状. 

4.1   LLM 驱动测试输入生成

目前已经有很多领域引入 LLM, 将 LLM 与领域知识结合实现应用. 由于 LLM 在代码生成方面的适应性较

强, 代码生成领域已经有较多研究成果. 基于现有的研究成果, 部分研究人员开始应用 LLM进一步实现测试输入

的自动化生成. 相比深度学习系统, LLM在预训练过程中学习了更加丰富且多样的代码数据, 能够更加充分理解

测试输入生成任务的要求, 有效克服深度学习系统生成测试输入低效或无效的缺点, 提升模糊测试的测试效率. 在
目前的研究中, 相比模糊测试的其他任务, 利用 LLM生成测试输入是研究成果最多的部分, 已经发展出了基于微

调、基于提示工程、和传统算法融合这 3类测试输入生成方法.
LLM驱动测试输入生成的基本流程如图 4所示. 为了提高 LLM生成测试输入的有效性, 研究人员将采取一

些措施指导 LLM生成测试输入的候选集. 常用的措施有结合训练数据微调 LLM[49−54]、根据种子程序和目标程序

生成提示 [18,55−64]、结合传统算法策略 [65−80]等. 由于 LLM 生成的测试输入可能会导致编译错误, 因此研究人员需

要设计输入验证器对生成的测试输入进行验证. 输入验证器将通过执行编译判断测试输入的正确性, 若测试输入

出现编译错误, 输入验证器则将编译过程的错误信息发送至提示生成器或 LLM, 错误信息将作为提示的一部分重

新指导 LLM生成新的测试输入. 

4.1.1    基于微调的方法

早期 LLM驱动测试输入生成通常采用微调的方式, 从而提高 LLM解决特定任务的能力, 一般是使用任务相

关的数据对 LLM进行再次训练. 例如, Alagarsamy等人 [49]提出的 A3Test方法, 他们采用自监督的方式利用 Java
语言料库中的断言语句训练语言模型, 使模型具有更强的断言基础知识.

除了直接使用与代码生成任务相关的现有数据集对 LLM进行微调, Deng等人 [50]在提出的 FuzzGPT中通过

历史错误代码片段数据集对 LLM进行微调. FuzzGPT利用历史错误代码样本中的 API名称、错误描述以及错误

触发的代码片段等信息, 让 LLM 进行自动回归预测, 使用梯度下降不断更新权重, 从而使 LLM 适应模糊测试任

务的模型参数得到了改进. 类似地, LLAMAFUZZ[51]利用 AFL实验过程中的历史测试输入数据集对 LLaMA模型
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进行微调, 然后利用微调后的模型进行测试输入得生成和变异, 同时为了保证测试输入的多样性, LLAMAFUZZ
也同时保留了随机变异的组件, 以得到充足的测试输入.

在实践过程中由于 LLM生成的测试用例通常难以被人类理解, Hashtroudi等人 [52]提出了一个自动化的测试

框架. 该框架在对 CodeT5进行微调时使用了Methods2Test数据集 [53], 其中包含源代码、相关的测试代码以及源

代码的上下文 (如类名称、构造函数方法的签名、公共变量和字段以及类中所有其他方法的签名等信息). 结合数

据集中的上下文内容设计提示信息, LLM能更好地理解测试用例特征, 从而输出正确的测试用例.
 
 

传统算法

微
调

提
示 大语言模型

训练数据

种子程序

目标程序

提示生成器

测试输入
候选

输入
验证器 测试输入

生成 验证 通过

+−

图 4　LLM驱动测试输入生成的一般流程
 

上述的微调方法是对 LLM进行指令微调, 即通过模拟提问和回答的过程进行训练. 除此之外, 基于强化学习

的微调也被用于模糊测试任务中. 例如, Jueon 等人 [54]提出的 CovRL 方法, 它通过统计模糊测试过程中输入的对

应的覆盖率信息, 结合种子频率作为权重, 得到的基于覆盖率的奖励策略, 并通过 PPO算法 [81]进行强化学习, 实现

对基于 LLM的输入变异的不断增强. 

4.1.2    基于提示工程的方法

由于微调方法在模型开源性、数据集选择等方面的局限, 后期 LLM驱动测试输入生成更多关注基于提示的

方式. 为了获得更好的生成效果, 基于提示的方法需要引入模糊测试领域知识、提供清晰明确的问题以及合适长

度的上下文信息, 以引导模型生成与特定功能相关的测试用例. 目前, 应用 LLM时主流的提示方法包括: 零样本学

习、少样本学习、思维链和自动提示方法.
(1)零样本学习方法

零样本学习是指在对 LLM 的提示内容中不提供显式学习示例的提示方法, 让 LLM 从先前学到的知识中推

断、联想, 并通过简单地将任务文本输入模型中获得结果. 为了获得较好的生成效果, 该方法需要设计清晰、具体

的提示内容, 以激发模型对任务的正确理解.
提示内容可以从 GUI界面中进行提取. 比如 Liu等人 [55]提出了 QTypist方法用于测试移动端应用的 GUI. 首

先, 该方法根据上下文信息提取 GUI测试相关的组件信息, 并进行预处理, 例如通过词性标注处理提取的信息, 考
虑下划线和驼峰式命名法. 在生成具体测试时, QTypist根据提取到的信息从人工设计的语言模式中选择适当的范

式, 并组合成对 LLM的提示内容.
提示内容也可以直接选择代码程序. 比如 Deng等人 [56]在 TitanFuzz中直接向生成式 LLM提供包含目标库和

目标 API签名信息的提示, 以生成相应的测试用例. 除了直接使用目标代码程序, 可以根据与目标程序类似的代码

设计提示. 例如 Li等人 [57]提出的 AceCoder提示技术, 在向 LLM模型提供提示之前, 他们使用检索器和选择器获

取与目标程序类似的代码程序, 生成对 LLM 的提示信息, 实现在无样本学习的情况下对 LLM 进行提示. 对于
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LLM 预训练过程中已经包含的被测试目标, 提示信息可以更加简单, 比如 Asmita 等人 [58]认为 GPT-4 已经了解

BusyBox awk小程序的数据格式, 因此在没有微调和样本提示的情况下, 通过直接提示“Generate initial seed to fuzz
BusyBox awk applet”, 得到了大量的测试输入.

(2)少样本学习方法

与零样本学习方法不同, 小样本学习允许在对 LLM的提示内容中提供少量的学习示例, 从而使模型能够从有

限的示例中学习并适应到新任务和领域.
在模糊测试任务中, 一般采用在对 LLM提示中增加测试用例的示例程序, 引导 LLM生成符合格式要求、满

足功能需求的测试用例程序. 例如, Nashid等人 [59]的 CEDAR方法在构建提示时设计了代码演示实例, 帮助模型明

确开发人员期望的预期响应. 在 ChatAFL方法 [60]中也设计了对 LLM的提示模板, 内容包括执行内容、期望内容

(Shot-1; Shot-2), 其中 Shot-1和 Shot-2即为代码示例代码.
为了实现基于错误报告设计提示中的样本示例, Kang等人 [18]在提出的 LiBro方法中提取了错误报告中的代

码、报错信息等内容, 并构造了一个Markdown文档, 并在文档中添加了一些独特的部分 (例如 LLM的指令、代

码块的开头, 以及诱导 LLM输出测试方法的标记“public void test”)作为完整的提示内容.
为进一步提高小样本学习方式对 LLM的提示效果, Ahmed等人 [61]还引入了静态分析方法. Ahmed等人提出

的 ASAP 方法使用从源代码中自动提取的语义事实来增强提示, 即在提供给 LLM 的少量样本中添加参数名称、

局部变量名称、调用的方法和数据量等语义信息.
(3)思维链方法

思维链方法是模拟人类思考步骤的提示方法, 它强调在提示中逐步建设上下文, 确保生成的内容具有前后文

的关联性. 这种逐步引导有助于确保生成的内容保持连贯性, 符合逻辑结构.
为了模拟测试用例的设计步骤, Vikran等人 [62]在 PBT-GPT方法中设计了一个包括 4步提示的提示策略. 提

示内容包括: 告知 LLM它是专家级 Python程序员、查看 API文档并生成 PBT组件、输入 API方法文档以及提

示所需的输出格式. 通过引入思维链方式, LLM 生成基于属性的测试用例可以实现 98% 的属性有效性. 同样地,
Ackerman等人 [63]针对模糊测试的种子生成任务, 也采用四步骤提示方法, 包括理解、框架、形成和变形这 4个步

骤. 这使得 LLM可以递归地检查自然语言格式规范, 在生成和变形步骤中变异种子程序. 初步实验结果表明, 这种

方法优于简单的突变模糊测试和随机模糊测试.
(4)自动提示方法

在模糊测试任务中, 自动提示方法是利用 LLM分析上下文信息, 自动生成提示内容的方法, 该方法一般使用

多个 LLM. Xia等人 [26]设计了基于两个 LLM的自动提示方法, 用于生成测试用例. 在 Fuzz4All[26]中, 该方法利用

其中一个 LLM 接受相关内容输入, 将其提炼为简洁但信息丰富的模糊测试提示, 并将生成的提示输入给另一个

LLM. 类似地, WhiteFox方法 [64]也使用了双模型框架, 其中负责分析的 LLM分析代码程序并总结测试需求, 而具

体生成用例的 LLM则根据总结的要求制定测试程序. 

4.1.3    传统算法融合

如第 2.2.3节中所述, 单一 LLM并没有在模糊测试的各个阶段任务中达到全能的状态. 比如, LLM仍然存在

代码生成错误、语义理解不足的局限性, 因此, 将 LLM与反馈验证策略结合可以不断改正错误的代码, 与程序分

析技术相结合可以缓解语义理解的劣势. 此外, 即使 LLM 能够生成正确的代码程序, 但是 LLM 对于模糊测试的

种子选择和种子优劣并不了解, 因此需要结合传统模糊测中的变异算子和统计分析等方法进行优化.
(1)反馈验证

由于 LLM生成的测试用例可能存在语法错误、语义错误等编译问题, 为了获得适用于软件测试任务的测试

输入, 必须对 LLM 生成的结果进行验证和修复. 在现有的 LLM 驱动的软件测试输入生成技术中, 为确保生成的

测试输入能够正确编译, 大多数技术框架都采用了验证-反馈范式.
例如, Chen等人 [65]提出的 ChatUniTest方法. 该方法设计了基于 ChatGPT的软件测试框架, 分为生成、验证

和修复这 3个阶段. 在完成生成任务后, ChatUniTest会提取并验证测试; 如果测试无法编译或在执行过程中遇到

李岩 等: 基于大语言模型的模糊测试研究综述 2413



错误, 则会进入修复过程, 使用基于规则或基于 ChatGPT的修复方法, 反复迭代以获得正确的生成结果.
与 ChatUniTest类似, Yuan等人 [66]也基于 ChatGPT模型和验证-反馈范式提出了 ChatTester. ChatTester方法

包含一个迭代测试改进模块, 该模块迭代地修复初始测试生成的测试用例中的编译错误. 首先, 该方法在验证环境

中编译生成的测试来验证其有效性, 然后根据编译时的错误信息以及与编译错误相关的额外代码上下文构建提

示, 并将新的提示交给 ChatGPT, 以获得正确的测试程序.
在 Schäfer等人 [67]提出的 TESTPILOT中, 同样借鉴了验证-反馈的思想. 然而, 与前述的 ChatUniTest和 ChatTester

不同, TESTPILOT并未直接修复 LLM生成的测试用例. 相反, TESTPILOT将生成的测试用例传递给验证组件, 该
组件直接运行程序以确定测试是否通过, 以及具体的失败类型. 随后, 验证组件将错误信息提供给提示改进器, 优
化对模型的提示信息, 以便 LLM能够重新生成更为准确的测试用例. 同样地, InputBlaster[68]方法也是在测试输入

生成过程中, 将执行信息反馈给提示生成组件, 用于引导 LLM减少生成错误的测试输入.
(2)程序分析

由于软件代码具有复杂的结构信息, 而 LLM在执行测试用例生成时对代码结的构信息的理解不足. 因此研究

人员尝试结合程序分析技术从而有效提高 LLM对代码结构地理解.
例如, Mahbub等人 [69]提出的 Bugsplainer方法采用程序分析方法将目标程序的代码构建为抽象语法树, 以便

有效地表示程序的代码结构, 并提高 LLM准确理解代码的能力. 基于程序分析方法, 还可以实现从其他代码文件

中提取额外的代码上下文, 以便模型能够专注于代码库中与任务最相关的信息, 并带来更准确的预测. 这一思路的

典型案例是 ChatTester[66]和 LLM4Fuzz[70], 它们在准备阶段会通过静态分析方法全面总结了关于焦点方法的上下

文信息, 如类声明、构造函数签名等上下文信息.
在 Linux内核的模糊测试中, 即使有丰富的文档和示例, 直接应用 LLM进行测试依然面临效率低下的挑战 [71−73].

主要原因是内核代码规模庞大且高度复杂, 涉及众多模块, 难以全面覆盖所有功能. 此外, 内核的状态空间庞大, 模
糊测试工具难以有效探索深层次的状态交互. 内核级模糊测试需要模拟接近实际运行的环境, 构建和维护这些高

开销的环境会显著增加测试的复杂度和时间成本. 同时, 内核对输入有严格的验证逻辑, 随机生成的输入经常被过

滤, 无法深入测试核心功能. 特别是, 内核中的许多漏洞隐藏在特殊的边界条件下, 普通模糊测试工具难以生成足

够精确的输入来触发这些条件. 因此 KernelGPT[74]对源代码进行了静态分析, 提取内核相关的操作符、内核功能

和参数定义等信息, 利用 LLM的推理能力生成特定的测试规范, 以增强内核模糊测试.
(3)变异算子

p0

将 LLM与模糊测试中的变异算子方法结合可以增加模糊测试的初始种子数量和种类, 使得模糊测试对被测

程序的测试更加全面. 为了得到更好的种子程序, 可以直接利用 LLM生成种子的突变体. 例如 Hu等人 [75]提出的

ChatFuzz系统, 该系统中包含了一个“chat mutator”组件, 它会从种子池中挑选一个种子程序, 并提示 ChatGPT模

型生成与示例种子程序类似的输入, 以得到更多的变异种子程序. 除此之外, 也可以通过调整提示得到种子程序的

变异体. 例如, Li等人 [76]在 CCTEST方法中, 对提示   进行变异, 得到一组变异的提示{p1,…, pk}. CCTEST通过

将不同的提示信息提供给 LLM, 可以得到不同的种子程序.
上述利用 LLM结合变异算子的方法仅是利用 LLM的生成特点, 得到一组类似的种子程序, 但并没有考虑到

种子程序对代码覆盖率的影响. 因此, SearchGEM5方法 [77]和 CodaMosa[78]选择利用基于搜索的模糊测试执行过程

中的覆盖率信息, 来生成有利于提高覆盖率的变异种子. 它们首先利用 LLM生成初始的种子程序并执行, 当注意

到测试覆盖率停滞时, 它们会识别被测程序中覆盖率较低的代码区域, 并利用变异方法生成新的测试用例, 以引导

搜索测试到这些区域. 不同的是, SearchGEM5利用传统 AFL++方法 [38]实现变异, 而 CodaMosa是利用 LLM生成

未覆盖区域的种子程序.
(4)统计分析

上述方法将 LLM与程序分析方法和变异算子方法结合, 有助于生成更多的测试用例. 尽管 LLM能够生成大

量的测试用例, 但这些用例在输入格式或语义上可能高度相似, 在测试过程中实际触发的程序路径或状态变化也

往往是重复的, 无法有效覆盖新的边界或漏洞. 此外, 即使某些测试用例在形式上有所差异, 它们的“测试能力”, 即
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发现问题的潜力和触发不同程序行为的能力, 也可能相差很大. 有些用例能够触发重要的边界条件, 而其他用例则

几乎不影响测试结果, 导致执行了大量冗余、低效的测试输入, 从而降低模糊测试的整体效率. 因此, 可以结合统

计分析的方法, 对 LLM 生成的测试用例进行排名和聚类, 以适当减少模糊测试阶段的时间负担. 例如, Fakhoury
等人 [79]提出的 TICODER 对生成的测试候选和代码候选进行排序, 并根据最后的排序情况选择最佳的测试程序.
同样, Xia等人 [80]在使用 LLM进行自动修复时, 通过计算熵值对生成的补丁进行了排序和选择. 

4.2   LLM 驱动缺陷检测

在模糊测试的缺陷检测模块中包括测试预言生成和缺陷分析两部分. 其中, 实现对软件缺陷的准确识别需要

设定合理的测试预言. 大多数预言生成方法侧重于测试断言的生成, 并据此检测出被测程序中的潜在问题. 而缺陷

分析是通过对过程信息进行分析及时识别软件缺陷, 输出被测程序的潜在漏洞, 并服务于模糊测试的后模糊处理

阶段. 与测试输入生成任务类似, 相比深度学习系统, LLM凭借预训练过程中庞大的代码数据, 具备更丰富的断言

知识, 能够生成准确的测试断言. 同时, 由于 LLM架构包含巨量的参数, LLM对程序缺陷特征的分析和识别能力

也更强, 可以缓解深度学习系统对程序缺陷识别效果较差的不足. 目前, 基于 LLM的模糊测试缺陷检测已经发展

出了基于微调、基于提示工程和与传统算法融合的缺陷检测方法.
如图 5所示, 在基于 LLM驱动的缺陷检测一般流程中, 一种策略是利用断言数据或缺陷数据对 LLM进行微

调, 提高 LLM对断言语句结构的识别能力和代码缺陷的识别能力 [82−86]; 另一种策略是利用结合断言的示例程序

或执行信息设计对 LLM的提示, 引导 LLM生成符合要求的测试预言, 完成对缺陷的识别定位 [59,87−93].
 
 

提示生成器

执行信息 大语言模型 缺陷分析测试预言

目标程序

代码缺陷

微
调

提
示

缺陷/断言
数据

图 5　LLM驱动缺陷检测的一般流程
  

4.2.1    测试断言生成

(1)基于微调的方法

在实践中, 为了使 LLM生成更高效的断言, 通常采用微调的方法. 例如, Mastropaolo等人 [82]使用由英语文本

和源代码组成的数据集对 T5模型进行微调. 随后, 通过重用修复错误、生成断言语句等数据集, 进一步微调模型,
以提升其生成断言语句的性能. 类似地, Tufano等人 [83]也使用英语语料库和代码语料库对 LLM进行预训练, 然后

在断言数据集上采用测试方法、焦点方法和断言进行微调, 以进一步提升 LLM的断言生成性能.
(2)基于提示工程的方法

除微调方法外, 现在也出现了基于提示的断言生成方式. 在 DIVAS框架 [87]中, 该方法利用 LLM的知识库来

识别与被测片上系统最相关的通用弱点枚举 CWE. 然后, 根据 LLM生成的 CWE映射生成等效的断言. Nashid等
人 [59]提出的方法在构建提示时会自动检索与任务相似的代码演示. 只需少量相关代码演示, 就能实现 76%的精确

匹配准确率.
(3)传统算法融合方法

在测试预言的应用中, 差异测试思想较多的应用于模糊测试当中. 例如, TitanFuzz[56]在测试的最后阶段, 将 LLM
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生成的测试用例分别在 CPU和 GPU上执行, 对深度学习库函数进行测试. 通过对比 CPU和 GPU的表现差异, 判
断出被测程序中存在的缺陷. 与深度学习库的测试不同, 针对 C++和 Python程序的测试预言, Liu等人 [94]提出的 AID
框架会首先通过分析程序规范获得不同的程序变体, 之后结合多样性原则选出一组程序并提供相同的测试输入,
并通过比较输出的差异剔除掉错误的测试预言.

除了直接利用差异测试外, 还可以尝试对 LLM提出不同任务要求, 通过比较不同任务的差异, 间接查找潜在

的程序缺陷. 例如 Li等人 [95]在测试 ChatGPT识别错误测试用例的能力时, 差异提示会分别要求 ChatGPT推断被

测程序的意图, 并生成多个与被测程序相同意图的可编译程序. 当程序执行效果和推断的意图存在差异时, 该测试

用例可能存在潜在问题. 

4.2.2    缺陷分析

(1)基于微调的方法

针对缺陷驱动检测任务, 微调方法是较好的实现策略. 为了提高 LLM检测缺陷的能力, Paul等人 [84]在研究中

使用了两个数据集对 LLM进行微调, 其中包含有缺陷的代码片段以及对应的代码注释, 提高 LLM对代码缺陷的

识别检测能力. 实验结果表明, 经过微调后的 LLM性能有明显提升. 除了直接使用代码数据集, Zhang等人 [86]尝试

通过英语语料库对 BART模型 [85]进行微调, 使其能够根据错误描述自动生成错误标题, 从而简化了程序缺陷分类

和后续程序修复过程.
(2)基于提示工程的方法

利用缺陷数据不仅可以实现对 LLM的微调, 而且还可以基于提示对 LLM进行上下文学习. 例如, Liu等人 [88]

提出的 VUL-GPT 方法, 首先通过代码检索方法从数据集中检索与给定测试代码片段相似的代码样本信息, 然后

将相似代码、相似代码的漏洞信息、测试代码组合为提示信息输入到 GPT模型中进行上下文学习, 实现利用 LLM
有效地利用上述信息进行漏洞检测.

基于提示工程思想, Kang等人 [89]提出了基于提示工程的 AutoSD方法. 在该方法的具体实现中, AutoSD首先

会提示 LLM 生成有关导致错误原因的假设以及用于测试假设的调试器脚本. 然后, AutoSD 执行调试命令并向

LLM 提供调试的执行结果, LLM 最终决定是否满足假设, 预测是否完成调试过程, 或者是否需要进行额外分析,
通过不断的假设循环实现对软件缺陷的检测.

在缺陷检测中常用的一种方法是污点分析, 但这种方法是一个部分自动化的过程, 需要大量人力来执行. 因
此, Liu等人 [90]提出了 LATTE, 实现了基于 LLM的静态二进制污点分析方法. 该方法将污点分析方法识别的危险

数据流与特定的分析任务相结合, 构建对 LLM的提示信息, 然后使用生成的提示与 LLM进行通信, 逐步引导 LLM
执行各种分析任务, 以检查二进制文件中的潜在漏洞, 实现了污点分析的自动化缺陷检测.

在缺陷的检测过程中, 缺陷的定位是调试修复缺陷的重要步骤. 因此, Kang 等人 [91]首次提出了基于 LLM 的

故障定位方法——AutoFL. 在对 LLM 进行提示时, AutoFL 采用了两步思维链的方式. 第 1 步是询问导致故障的

根本原因, 第 2步是请求输出有关故障位置信息. 通过使用两步思维链, AutoFL实现了逐步引导 GPT-3.5对故障

问题进行位置定位, 能够获得更高的准确率.
为了实现较为完整的缺陷检测和修复框架, Bui 等人 [92]首先提出了一个基于 LLM 的 Detect-Localize-Repair

框架进行调试. 该框架首先确定给定代码片段是否有错误, 然后识别有错误的行, 并将有错误的代码翻译成正确版

本. 随后, 在 SkipAnalyzer[93]方法中, 也提出了基于 LLM的缺陷检测、过滤和修复的 3组件框架. 该方法使用包含

各类错误类型、错误代码片段的提示让 LLM进行学习, 以提高 LLM在该任务上的准确性. 

4.3   LLM 驱动后模糊处理

在模糊测试的后模糊处理环节, 通常包含测试报告生成、程序修复和配置更新. 但是对于测试报告生成和配

置更新, 传统的模糊测试已经实现了较为自动化的方法, 因此尚未有基于深度学习的模糊测试方法对该两类任务

进行优化. 而 LLM具备优秀的信息总结能力, 能够生成更易读的测试报告. 此外, 如图 6所示, LLM还能根据测试

报告的结果调整对适应度的评估策略, 从而间接实现对模糊测试的配置更新. 例如, CHEMFUZZ[96]方法在测试的
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结果分析阶段利用 LLM来协助识别化学软件计算结果中潜在的异常数据, 并将数据中的警告数量 W 作为种子适

应度的重要计算依据, 实现对模糊测试的配置更新. 但是此类工作, 在基于 LLM 的后模糊处理方法中应用依然

较少.
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目标程序

大语言模型

提示生成器

提
示

代码缺陷

测试报告

修复补丁 已修复程序

配置更新
微
调

图 6　LLM驱动后模糊处理的一般流程
 

在程序修复方面, LLM凭借其先进的自然语言处理和理解能力, 能够高效处理和分析源代码, 生成有效的程

序修复补丁, 使其成为修复错误的理想工具, 成为利用 LLM后模糊处理的重点, 其代码修复能力相比深度学习系

统准确率更高. 同样地, 基于 LLM的程序修复方法也已经发展出了基于微调 [97−100]、基于提示工程 [101,102]和与传统

算法融合 [103]的缺陷检测方法. 

4.3.1    基于微调的方法

在将 LLM 应用于程序修复任务时, 可以利用错误程序以及对错误程序的修复数据对 LLM 进行微调, 提高

LLM在生成代码补丁和修复程序的能力. 研究表明 [104], 微调后的 LLM可以显著优于传统程序修复工具.

di = {b, f }

例如, Zhang等人 [97]提出用于修复神经网络程序的 REPEATNPR框架. 为了使 LLM在 REPEATNPR中学习

通用的错误修复表示, 研究人员通过 BFP数据集 D 的训练语料库对 LLM进行微调, 数据集 D 的每个实例形式为

错误修复对   , 其中 b = (c, m, s)包括全局上下文 c、从错误的方法 m 和错误的语句 s 中切出的过程上下

文, f 表示人工编写的程序补丁.
基于同样的设计思想, Mashhadi等人 [98]在ManySStuBs4J数据集上微调 LLM, 微调过程仅需将存在程序缺陷

的代码示例作为训练数据对 LLM进行再次训练. 经过微调的模型, 不仅可以生成不同长度的修复, 而且适用于修

复不同类型的代码错误.
在对 LLM 进行微调的过程中, 微调数据的选择至关重要. 为了实现自动化的微调数据设置, Jin 等人 [99]提出

了 InferFix, 该方法会从语义上搜索等效的错误和相应的修复, 并将搜索到的错误及修复数据对生成式 LLM进行

微调. 通过让 LLM学习错误修复数据, LLM对于程序错误的修复能力能够得到明显提升.
除了检索微调数据外, 可以通过编译方法扩充原有数据集. 因此, Hao等人 [100]设计了 APRFiT方法对微调数

据进行增强, 他们使用一组代码增强操作符自动增强修复错误的代码数据, 例如使用 Change If Statement算子将

单个 if 语句更改为条件表达式语句, 并将新的代码补充到微调数据中. 例如, 把原始的 if 语句“if (condition)
{statement1;} else {statement2;}”转换为“statement1 = (condition) ? statement1 : statement2;”. 这样的转换不仅丰富了

数据集的多样性, 还帮助模型学习到不同语法结构之间的对应关系. 实验结果表明, 使用 APRFiT增强后的数据集

进行微调, LLM在生成程序补丁的性能得到了显著提升, 这证明了 APRFiT方法在提高程序修复成功率方面的有

效性. 

4.3.2    基于提示工程的方法

对 LLM进行修复任务的微调需要检索大量的错误程序以及应对的修复程序, 而为所有编程语言和模糊测试
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对象准备充分的微调数据是不可行的. 因此, Pearce等人 [101]设计了基于 LLM提示工程的方法, 用于对网络安全漏

洞的修复. 该方法首先使用现有的安全工具识别程序中的错误, 结合错误信息设计对 LLM的提示信息, 由此提升

LLM在网络应用程序漏洞修复方面的能力.
上述基于提示的方法直接使用代码程序作为示例, 而 Fakhoury 等人 [102]基于 LLM 在 NLP 领域的出现表现,

验证了 LLM根据自然语言描述生成功能正确的代码的能力. 因此, 他们将代码修改的自然语言描述 (即存储库中

问题报告中描述的错误修复)作为提示信息提供给 LLM, 要求 LLM将其转换为正确的代码修复, 实现了根据自然

语言描述修复错误的方法. 

4.3.3    传统算法融合

除了微调和提示工程方法, 研究人员还尝试结合程序分析方法, 对代码进行基于结构的子集化处理, 限制

LLM 对软件潜在问题的分析范围. 例如, 在 Zhang 等人 [105]提出的 PyDex 方法中, 在处理程序中的语义问题时,
PyDex方法对程序进行分块, 由程序分块器对原始有缺陷程序中的每个语法错误进行分析, 得到包含错误位置信

息和控制流语句的行子集, 从而有效减小 LLM关注的范围, 更好地修复错误程序. 

4.4   方法总结

根据 LLM在模糊测试不同阶段的应用, 上文分别对各类方法进行性详细地综述. 为了进一步理清 LLM在不

用应用任务、不用应用策略、不同测试对象、测试类型、测试语言以及使用的模型的使用详情, 表 3对上文进行

了如下统计. 基于 LLM的模糊测试方法呈现出以下特点. 

 

表 3　基于 LLM的模糊测试方法总结
 

文献 应用任务 应用策略 测试对象 测试类型 测试语言 使用模型

LiBro[18] TG PE (F) 常规软件 ● Java Codex
A3Test[49] TG FT 常规软件 ◐ Java PLBART
FuzzGPT[50] TG FT 深度学习库 ● Python Codex, CodeGen

LLAMAFUZZ[51] TG FT 常规软件 ◐ C/C++ LLaMA
Hashtroudi等人[52] TG FT 常规软件 ◐ Java CodeT5

CovRL[54] TG FT JS引擎 ◐ JavaScript CodeT5
QTypist[55] TG PE (Z) 图形界面软件 ● Python GPT-3
TitanFuzz[56] TG DD PE (Z) 深度学习库 ● General Codex Incoder
AceCoder[57] TG PE (Z) 常规软件 ◐ General CodeGeeX等
Asmita等人[58] TG PE (Z) 嵌入式软件 ◐ C/C++ GPT-4
CEDAR[59] TG DD PE (F) 常规软件 ◐ General Codex
ChatAFL[60] TG PE (F) 协议软件 ◐ C/C++ GPT-3.5-Turbo等
ASAP[61] TG PE (F) 常规软件 ○ General GPT-3.5-Turbo

PBT-GPT[62] TG PE (C) 常规软件 ○ Python GPT-4
Ackerman等人[63] TG PE (C) 解析器 ◐ Python GPT-4

Fuzz4All[26] TG PE (A) 常规软件 ● General GPT-4, StarCoder
WhiteFox[64] TG PE (A) 编译器 ○ C/C++ GPT-4, StarCoder
ChatUniTest[65] TG FU 常规软件 ○ General ChatGPT
ChatTester[66] TG FU 常规软件 ○ Java ChatGPT
TESTPILOT[67] TG FU 常规软件 ○ JavaScript GPT-3.5-Turbo
InputBlaster[68] TG FU 移动端软件 ● General ChatGPT
Bugsplainer[69] TG FU 常规软件 ◐ Python CodeT5
LLM4Fuzz[70] TG FU 智能合约 ◐ C/C++ GPT-4
KernelGPT[74] TG FU 系统内核 ◐ C/C++ GPT-4
ChatFuzz[75] TG FU 常规软件 ◐ General ChatGPT
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4.4.1    应用任务与应用策略分析

从应用任务的角度分析, 当前 LLM与模糊测试结合的方式主要分为 3类: LLM驱动的测试输入生成、缺陷

检测和后模糊处理. 现有研究的重点集中在 LLM用于测试输入生成, 这是因为测试输入的质量直接影响测试的覆

盖率和有效性, 生成高质量的测试输入是提高测试效果较为有效的途径 [106]. 相比之下, 缺陷检测和后模糊处理的

研究较少, 原因可能在于这些模块更多依赖于测试执行后的数据分析, 而目前, LLM更擅长基于上下文进行生成,

直接应用于检测和处理模块的效果尚不突出. 至于模糊测试的预处理模块和执行模块, 目前尚未有研究尝试将

LLM应用于这两个环节. 可能的原因在于, 预处理和执行通常需要强大的系统层面控制能力和对底层结构的直接

操作, 而 LLM的工作原理更侧重于较高层次的语义层面的理解, 难以与此类底层任务高效结合. 因此, LLM在这

些环节的应用受到限制.

从应用 LLM的策略来看, 常用策略包括数据微调、提示工程和传统算法融合这 3类. 其中提示工程是目前最

常见的策略, 原因在于其简便性. 提示工程不需要大量的额外数据集或复杂的模型微调, 能够直接通过设计提示来

引导 LLM生成期望的输出, 节省了开发成本和时间. 与数据微调相比, 提示工程可以在无需重新训练模型的情况

下实现良好的效果, 尤其适用于实际应用场景中快速迭代的需求. 在提示工程中, 少样本提示被广泛采用, 这是因

表 3    基于 LLM的模糊测试方法总结 (续) 
文献 应用任务 应用策略 测试对象 测试类型 测试语言 使用模型

CCTEST[76] TG FU 常规软件 ◐ Python GPT-Neo CodeGen
SearchGEM5[77] TG FU 模拟仿真软件 ◐ C/C++ GPT-3.5-Turbo
CodaMosa[78] TG FU 常规软件 ◐ Python Codex
TICODER[79] TG FU 常规软件 ◐ Python Codex
Xia等人[80] TG FU 常规软件 ◐ General GPT-3.5-Turbo

Mastropaolo等人[82] DD FT 常规软件 ◐ General T5
Tufano等人[83] DD FT 常规软件 ◐ Java T5
DIVAS[87] DD PE (Z) 片上系统 ◐ General ChatGPT, BART
AID[94] DD FU 常规软件 ◐ Python C++ ChatGPT
Li等人[95] DD FU 常规软件 ● Python ChatGPT
Paul等人[84] DD FT 常规软件 ◐ General PLBART, CodeT5
ITiger[86] DD FT 常规软件 ◐ General BART

VUL-GPT[88] DD PE (F) 常规软件 ◐ General GPT-3.5-Turbo
AutoSD[89] DD PE (F) 常规软件 ◐ Java ChatGPT
LATTE[90] DD PE (C) 常规软件 ◐ C/C++ GPT-4
AutoFL[91] DD PE (C) 常规软件 ◐ Java ChatGPT
Bui等人[92] DD PF PE (C) 常规软件 ◐ General PLBART, CodeT5等

SkipAnalyzer[93] DD PF PE (F) 常规软件 ◐ Java GPT-4, GPT-3.5-Turbo
CHEMFUZZ[96] PF PE (Z) 常规软件 ◐ C++ Fortran GPT-3.5等
REPEATNPR[97] PF FT 常规软件 ◐ General CodeT5等
Mashhadi等人[98] PF FT 常规软件 ◐ Java CodeBERT

InferFix[99] PF FT 常规软件 ◐ General Codex
Hao等人[100] PF FT 常规软件 ◐ Java CodeT5等
Pearce等人[101] PF PE (F) 常规软件 ◐ C/C++ Codex等
NL2Fix[102] PF PE (Z) 常规软件 ◐ Java Codex等
PyDex[105] PF FU 常规软件 ◐ Python Codex

注: 应用任务中TG表示测试输入生成, DD表示缺陷检测, PF表示后模糊处理; 应用策略中FT表示微调, PE表示提示工程 (Z表示
零样本学习, F表示少样本学习, C表示思维链, A表示自动提示), FU表示传统算法融合; 测试类型中●表示黑盒模糊测试, ○表示
白盒模糊测试, ◐表示灰盒模糊测试; 在测试语言中General表示该方法可以适用于多种编程语言
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为少样本提示能够通过几个示例就有效引导 LLM输出符合需求的结果, 特别是在复杂任务中, 少样本提示能更精

确地控制输出内容. 而零样本提示更多用于简单任务, 这是因为零样本提示依赖于 LLM的通用能力, 对于复杂的、

任务特定的输出, 零样本提示的有效性较低.
综上所述, 现有 LLM与模糊测试的结合方式和策略主要受限于 LLM的生成能力和任务复杂性的匹配度, 当

前的研究重点和应用偏好反映了 LLM在测试输入生成方面的优势, 以及提示工程在实际应用中的高效性. 

4.4.2    测试对象与测试语言分析

从测试对象的角度来看, 基于 LLM的模糊测试方法几乎涵盖了所有类型的软件, 包括常规软件、嵌入式软

件、移动端软件、图形界面软件、深度学习库、系统内核、智能合约以及片上系统等多种复杂系统. 尽管这些

研究对象范围广泛, 现有研究仍然主要集中在常规的开源软件和封装库上, 特别是那些拥有公开可用的数据集

和代码库的软件系统. 这些开源资源为模糊测试提供了丰富的测试数据和场景, 降低了测试环境的构建成本, 并
提高了测试的可重复性和验证能力. 然而, 这种依赖开源项目的倾向可能导致其他软件类型, 尤其是闭源商业软

件、定制嵌入式系统和智能合约等领域的研究相对不足, 从而限制了 LLM模糊测试方法在这些特殊领域的广

泛适用性和推广.
从编程语言的角度分析, 基于 LLM的模糊测试方法支持多种编程语言的测试, 这使得其能够适用于不同开发

场景中的各种软件项目. 其中, Java、Python和 C/C++是被测试最多的编程语言, 这与这些语言在软件开发中的广

泛使用相一致. Java和 Python在企业级应用、数据科学和人工智能领域具有广泛的应用, C/C++则主要用于系统

级开发和高性能计算场景. LLM 的语言支持不仅涵盖了这些主流语言, 还拓展到其他常见语言例如 Go 模糊测

试 [26]、JavaScript模糊测试 [54]等, 从而扩展了模糊测试在不同编程生态中的应用范围. 然而, 对于一些领域特定的

编程语言 (如智能合约中的 Solidity或 Verilog等硬件描述语言), LLM的模糊测试方法尚处于探索阶段, 相关研究

仍需进一步深入, 以应对这些语言的特性及其对模糊测试带来的独特挑战.
进一步分析, LLM模糊测试方法在不同编程语言和软件类型中的应用效果, 可能会受到软件系统复杂度、语

言特性以及上下文窗口大小等因素的影响. 例如, 具备汇编特性的编程语言如 C/C++通常涉及复杂的内存管理和

指针操作, 这对 LLM 的上下文理解提出了更高要求. 相反, Python 等编程语言因其动态特性和自动内存管理, 可
能更适合利用 LLM的推理能力实现更好的测试效果. 

4.4.3    测试类型分析

根据测试方法对被测系统内部结构的了解程度, 基于 LLM的模糊测试方法中大多数倾向于采用灰盒模糊测

试 (占 74.5%), 仅有少部分为黑盒模糊测试 (占 13.7%)和白盒模糊测试 (占 11.8%). 由于 LLM在训练时并未专门

针对特定的被测试软件进行学习, 因此在完全不提供任何系统内部结构信息的情况下, 黑盒测试效果往往不佳. 此
外, LLM的上下文窗口存在长度限制, 难以完整理解被测试系统的全貌, 白盒测试难以实现. 因此, 大多数研究者

选择灰盒测试方法, 通过在提示中提供少量的内部结构信息, 以在上下文窗口和内部信息之间取得平衡.
黑盒方法虽然不直接分析被测程序的内部结构, 但可以通过参考历史文档或相似程序来提高程序理解. 例如

LiBro[18]利用基于错误报告构造的Markdown文档、FuzzGPT[50]则通过微调相似的代码片段来增强 LLM的测试

能力. 而使用最少的白盒方法通常借助 LLM之外的工具对被测程序进行内部结构分析. 并根据上下文窗口的长度

选择部分关键信息作为提示. 以克服上下文窗口的长度限制. 例如 ChatTester[61]通过静态分析提取函数的完整上

下文, 并不断调整所选择的提示内容, 以在有限的上下文窗口内最大化信息量. 

4.4.4    使用模型分析

从上述方法选择的模型角度分析, GPT系列是应用最为广泛的模型. 在各项研究中, GPT-3.5-Turbo[107]和 GPT-4[108]

均展现出卓越的生成和推理能力. 例如, Fuzz4All[26]利用先进的 GPT-4较为准确地实现了对提示信息上下文的推

理总结. 其次是 Codex模型 [109]和 T5系列的模型. Codex是基于 GPT-3开发并于 2021年 9月发布的模型, 由于推

出较早, 因此在早期研究工作应用较多. 而 T5系列 [110]是开源 LLM, 由于其开源, 研究人员可以轻松地使用特定领

域的数据进行预训练和微调, 以获得更好的性能, 同时对于其执行速度较快, 被广泛用于测试输入和测试程序的掩

码变异环节. 例如 CovRL[54]使用 T5模型对输入中的某些部分进行遮盖 (即添加掩码MASK), 并在掩码处选择变
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异算子完成预测填补, 来生成新的测试输入. 

5   挑战与展望

针对传统模糊测试方法和基于深度学习的模糊测试方法存在的不足, 研究人员利用 LLM驱动模糊测试, 在一

定程度上弥补了原有方法的不足. 本文对目前工作的研究成果进行如下总结.
首先, 传统算法和基于深度学习方法生成的测试用例存在一些局限性: 通过编译的测试用例较少、测试用例

的测试效果较差. 基于 LLM的模糊测试方法通过微调和提示, 融合传统算法, 从而指导生成正确性更高且测试效

果更好的测试用例.
其次, 考虑到传统算法和基于深度学习方法对预言知识理解不足以及缺陷检测能力差的情况, 基于 LLM的模

糊测试方法通过断言数据训练和构建提示的方式, 能够引导 LLM 生成符合要求的测试预言. 同时, 基于 LLM 的

模糊测试方法具备学习缺陷特征的能力, 并利用 LLM强大的推理能力, 实现根据执行信息检测甚至预测程序的潜

在缺陷.
最后, 为了提高模糊测试的自动化水平, 基于 LLM 的模糊测试能够充分利用执行过程和缺陷检测过程的信

息, 实现模糊测试的后模糊处理, 包括测试报告生成、模糊测试配置更新以及程序修复任务.
虽然 LLM具有较强的生成和推理能力, 但将其应用到模糊测试领域仍存在巨大的提升空间. 随着 LLM的不

断发展和模糊测试技术的提升, 以 LLM 为驱动的模糊测试具有良好的研究前景. 接下来, 本文将对基于 LLM 的

模糊测试所面临的挑战进行总结, 并进行展望. 

5.1   挑　战

经过对现有文献的深入分析, 当前基于 LLM的模糊测试面临着一系列挑战, 这些挑战如表 4所示.
 

表 4　基于 LLM的模糊测试的挑战
 

类型 文献 LL PD TL UP UC CR SL OL SA BL

测试输入生成

A3Test[49] ○ ○ ● ● ● ● ● ◐ ◐ ◐

FuzzGPT[50] ○ ● ● ● ● ● ● ◐ ◐ ◐

LLAMAFUZZ[51] ○ ○ ● ● ● ● ● ◐ ◐ ◐

Hashtroudi等人[52] ○ ○ ● ● ● ● ● ◐ ◐ ◐

CovRL[54] ○ ○ ● ● ● ● ● ◐ ◐ ◐

QTypist[55] ○ ● ○ ● ● ● ● ◐ ◐ ◐

TitanFuzz[56] ○ ● ○ ● ● ● ● ◐ ◐ ◐

AceCoder[57] ○ ● ○ ● ● ● ● ◐ ◐ ◐

LiBro[18] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Asmita等人[58] ○ ● ○ ● ● ● ● ◐ ◐ ◐

CEDAR[59] ○ ● ○ ● ● ● ● ◐ ◐ ◐

ChatAFL[60] ○ ● ○ ● ● ● ● ◐ ◐ ◐

ASAP[61] ○ ● ○ ● ● ● ● ◐ ◐ ◐

PBT-GPT[62] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Ackerman等人[63] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Fuzz4All[26] ○ ● ○ ● ● ● ● ◐ ◐ ◐

WhiteFox[64] ○ ● ○ ● ● ● ● ◐ ◐ ◐

ChatUniTest[65] ● ● ○ ● ● ● ● ◐ ◐ ◐

ChatTester[66] ○ ● ○ ● ● ● ● ◐ ◐ ◐

TESTPILOT[67] ○ ● ○ ● ● ● ● ◐ ◐ ◐

InputBlaster[68] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Bugsplainer[69] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐
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具体而言, 表 4中的“LL”指的是 LLM的 Token长度限制, 各类 LLM均存在一定的上下文长度限制, 而完整

的程序代码和包含大量信息的提示通常超出了 LLM的 Token长度. “PD”表示在引导 LLM完成特定任务的过程

中, 需要设计高效的提示方式. “TL”则指在对 LLM进行微调时, 存在软硬件的限制, 包括 LLM必须开源、优质的

训练数据以及足够的微调计算资源. “UP”是指 LLM对被测程序的语法、语义、代码结构和函数调用关系等的理

解存在不足. “UC”表示 LLM在理解测试输入中的断言语句、验证机制和测试签名等方面存在欠缺. “SL”指 LLM
生成的输入在同时满足数据类型、输入格式和数据逻辑等多方面要求方面存在不足. 从表 4 基于 LLM的模糊测

试的挑战中可以看出, 以上 7类问题在综述部分中已经得到有效解决.
然而, 仍存在 3 类问题尚未有较为综合详尽的解决方案. 首先, 基于 LLM 的模糊测试对象范围有限; 其次,

LLM在模糊测试执行各环节中应用不充分. 最后, 缺乏统一的基准和评估方法, 使得对 LLM模糊测试性能的全面

评估变得困难. 同时, 对于 LLM本身, 现有的微调和提示方法仍需要进一步深入研究, 以更好地发挥 LLM在模糊

表 4    基于 LLM的模糊测试的挑战 (续) 
类型 文献 LL PD TL UP UC CR SL OL SA BL

测试输入生成

LLM4Fuzz[70] ○ ● ○ ● ● ● ● ◐ ◐ ◐

KernelGPT[74] ○ ● ○ ● ● ● ● ◐ ◐ ◐

ChatFuzz[75] ○ ● ○ ● ● ● ● ◐ ◐ ◐

CCTEST[76] ○ ● ○ ● ● ○ ○ ◐ ◐ ◐

SearchGEM5[77] ○ ● ○ ● ● ● ● ◐ ◐ ◐

CodaMosa[78] ○ ● ○ ● ● ● ● ◐ ◐ ◐

TICODER[79] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Xia等人[80] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

缺陷检测

Mastropaolo等人[82] ○ ○ ● ● ● ○ ○ ◐ ◐ ◐

Tufano等人[83] ○ ○ ● ● ● ○ ○ ◐ ◐ ◐

DIVAS[87] ○ ○ ○ ● ○ ○ ○ ◐ ◐ ◐

AID[94] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Li等人[95] ○ ● ○ ● ● ● ● ◐ ◐ ◐

Paul等人[84] ○ ○ ● ● ○ ● ● ◐ ◐ ◐

ITiger[86] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐

VUL-GPT[88] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

AutoSD[89] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

LATTE[90] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

AutoFL[91] ● ● ○ ● ○ ○ ○ ◐ ◐ ◐

Bui等人[92] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐

SkipAnalyzer[93] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

后模糊处理

CHEMFUZZ[96] ○ ● ○ ● ● ● ○ ◐ ◐ ◐

REPEATNPR[97] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐

Mashhadi等人[98] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐

InferFix[99] ○ ● ● ● ○ ● ● ◐ ◐ ◐

Hao等人[100] ○ ○ ● ● ○ ○ ○ ◐ ◐ ◐

Pearce等人[101] ○ ● ○ ● ○ ○ ○ ◐ ◐ ◐

NL2Fix[102] ○ ● ○ ● ● ● ● ◐ ◐ ◐

PyDex[105] ○ ● ○ ● ● ○ ○ ◐ ◐ ◐

注: ○: 该方法可以有效解决该挑战, ◐: 目前虽然可以缓解该挑战但仍然未完全解决, ●: 该方法未涉及该挑战的解决; LL: LLM的
Token长度限制, PD: LLM高效的提示设计方式, TL: LLM微调的软硬件限制, UP: LLM对被测程序代码理解不足, UC: LLM对测
试输入结构理解不足, CR: LLM生成测试输入的正确性、可读性不足, SL: LLM生成测试输入的规范性、逻辑性不足, OL: 基于
LLM的模糊测试对象范围有限, SA: 模糊测试中LLM应用的充分性不足, BL: 缺少统一的基准和评估方法
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测试中的性能. 对当前研究方法的调研显示, 这些问题仍然存在一定的局限性. 因此, 未来需要在这些方面展开深

入的研究工作 

5.2   展　望

随着 LLM的不断发展, 将其应用于模糊测试领域的研究备受关注. 鉴于前文提到的挑战和相关文献的探讨,
图 7展示了本文从 4个角度对 LLM驱动的模糊测试工作进行展望.
 
 

挑战与展望

测试通用性差
只针对特定编程语言

未应用于预处理模块

未应用于执行模块

存在数据泄露

存在数据集差异

评估稳定性差

微调方法局限性

提示方法局限性

只针对特定测试对象

测试基准和评估不统一

LLM 性能发挥不充分

LLM 应用不充分
实现基于 LLM 的种子预处理

探索对各类编程语言的通用测试

探索对各类测试对象的统一测试

研究高效的微调数据和微调方式

探索高效的提示策略

实现基于 LLM 的执行过程监督

设计专用的测试数据

设计模糊测试的统一基准

设计统一的评估方式

图 7　基于 LLM的模糊测试的挑战与展望
  

5.2.1    拓展模糊测试下游任务范围

目前, 基于 LLM的模糊测试仍存在一定的局限性.
在第 4 节中提到的大多数文献仅能针对特定编程语言 (如 Java、Python、C等)或者特定测试任务 (如深度学

习库、移动应用程序界面等) 进行模糊测试. 目前, 仍缺少通用的基于 LLM 模糊测试方法, 能适用于常见的编程

语言或多种测试对象.
考虑到现有的软件系统通常由多种编程语言编写, 会涉及不同类型的测试, 例如 Web 网站系统的后端采用

Java语言, 需要进行 API调用测试, 同时前端往往会由 JavaScript语言编写, 需要进行图形化界面测试. 此外, 不同

编程语言之间还存在调用关系, 例如 Python 可以使用 ctypes 库调用 C/C++编写的程序, Java 使用 JDBC (Java
database connectivity)驱动执行 SQL语言对数据库进行增删改查的数据操作.

由于各编程语言和测试任务具有不同的特征, 传统模糊测试方法很难设计出通用的模糊测试工具. 然而, 随
着 LLM的不断发展, 逐渐具备理解不同编程语言和测试任务的能力. 基于 LLM的模糊测试方法有望实现通用的

模糊测试方法.
首先, 对编程语言进行通用测试. Fuzz4All[26]充分利用 GPT-4强大的信息总结和提取能力, 通过 GPT对各种

编程语言上下文信息进行蒸馏提取, 并自动提供提示给另一个 LLM, 实现对基于 C、C++、Go、SMT2、Java和
Python等 6种不同语言程序的测试. 评估结果表明, 通用模糊测试相对于特定语言模糊测试具有更好的覆盖率. 随
着更强大的 LLM的涌现, 其在各类编程语言程序的测试任务上可能表现更为出色.

其次, 对不同测试对象进行通用测试. 在基于 LLM的模糊测试中, 对于不同的测试对象, 例如Web网站系统、

具有 GUI 界面的移动应用等, 需要详细分析不同测试对象的特点, 并采用不同的微调或提示方式. 而之后的研究

可以分析不同的测试对象, 设计通用模块, 生成符合要求的提示, 实现针对多种测试对象的通用测试. 

5.2.2    LLM应用于模糊测试的多个阶段

通过表 2可以看出, 目前基于 LLM的方法主要将 LLM应用于测试输入、测试预言等生成任务, 较少的研究

工作将 LLM用于缺陷检测和程序修复等推理任务. 然而, 根据图 3所示, 模糊测试的一般工作流程还包括预处理

模块、测试执行模块中的多个模糊测试步骤. 因此, 未来的研究工作可以扩展 LLM在模糊测试中的应用范围, 以
全面提升模糊测试的智能化和自动化程度.

首先, 将 LLM 用于预处理阶段. 由于模糊测试尚未执行, 预处理阶段通常需要对种子进行静态分析. 考虑到
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LLM具有强大的程序分析和理解能力, 可通过使用插桩前后的程序代码示例对 LLM进行微调, 或者根据插桩的

执行过程向 LLM提供提示, 使 LLM分析程序结构并进行插桩. 相对于深度学习方法和传统方法, LLM的推理能

力更强, 有助于找到合适的插桩位置, 提高代码缺陷的检测率. 对于程序的选择和修剪, LLM可以发现具有相似结

构和功能的代码片段, 为模糊测试提供更多有价值的种子, 或结合统计分析方法指导种子的选择和修改, 提高模糊

测试的执行效率.
其次, 将 LLM应用于测试执行阶段. 尽管现有模糊测试技术已经能够实现较为自动化的执行和执行过程的检

测, 但这仅是将测试输入的信息输入给测试程序, 保存执行过程中的信息, 待后续的缺陷检测阶段再进一步分析.
然而, 在模糊测试的一般工作流程中, 存在预处理、测试执行和其他多个步骤. 将 LLM 引入测试执行模块, LLM
不仅能够存储执行信息, 还能进一步分析. 对于模糊测试程序本身的执行错误, LLM可以及时识别并进行修复和

再次执行, 避免了只有在程序完全退出后才能识别和修复的问题. 此外, 对于存在交互的程序, LLM的引入也有助

于提高测试的自动化程度. 

5.2.3    标准化测试基准与指标

在当前调研的文献中, 我们注意到各种研究尚未提出一套统一且可靠的测试基准. 在实验评估中, 由于缺乏专

门针对基于 LLM的模糊测试的实验基准, 研究工作通常采用相应领域或编程语言的评估基准. 例如, 在代码生成

任务中, 使用了 HumanEval[103]基准; 缺陷定位任务采用了 Quixbugs[111]基准; Java 语言模糊测试任务使用了

Defects4J[112]基准, 而 Python语言则可以使用MBPP[113]作为模糊测试的基准. 然而, 使用非统一的评估基准可能导

致对现有评估工作的误导.
首先, 我们要考虑数据泄露问题, 即 LLM在预训练过程中可能学到了上述基准数据. 在机器学习中, 防止训练

和测试数据的污染是基本原则. 数据泄露可能导致机器学习模型的评估错误. 研究表明, LLM也会受到数据泄露

的影响, 包括标签泄露和无标签泄露 [114]. 为了研究 LLM 中的数据泄露问题, Aiyappa 等人 [115]在研究中分析了

ChatGPT 存在数据泄露的原因. Jiang 等人 [116]检查了 LLM 训练所使用的数据源 CodeSearchNet 和 BigQuery, 发
现 Defects4J基准测试所使用的 4个存储库也包含在 CodeSearchNet中, 整个 Defects4J存储库也被 BigQuery包
含. 因此, LLM可能在训练中已经学到了相关基准数据. 在 LLM的提示中使用的零样本学习和少样本学习可能不

准确, 从而可能导致基于 LLM的模糊测试的应用效果并不如第 4 节中所介绍的方法评估结果所示. 因此, 有必要

为基于 LLM的模糊测试设计一个独立的评估基准, 以规避应用 LLM时潜在的数据泄露问题.
其次, 当前方法使用的数据集之间存在差异. 在 Siddiq等人 [16]的研究中, ChatGPT-3.5、CodeGen、Codex在

HumanEval上生成的测试正确率分别为 52.3%、23.9%和 77.5%, 而在 SF110数据集上的正确率却分别为 6.9%、

30.2%和 46.5%, 呈现明显的差异. 同样, 在使用 GPT-3.5-Turbo生成测试用例时, 对于 gitlab-js项目的测试通过率

只有 9.9%, 而对于测试数据集中的 image-downloader项目, 测试通过率却高达 80.0%[66]. 不同数据集之间的性能

差异表明了当前基于 LLM 方法的局限性, 同时也表明无法客观地比较各种 LLM 的性能. 因此, 未来的工作需要

设计一个统一的评估基准, 更好地衡量各种基于 LLM方法的性能, 以帮助研究人员能够深入探讨不同方法之间的

差异, 推动基于 LLM的模糊测试技术的进步.
最后, 评估结果的稳定性较差. 当前研究表明, 提示中的简单修改可能会导致 LLM性能的巨大变化. 由于在模

糊测试中, 大多数提示的内容都存在差异, 甚至在相同模型、参数和数据集下, 生成的提示也可能不同, 因此评估

结果很难具有稳定性. 鉴于 LLM 的特殊性, 未来的工作应该根据 LLM 的特点设计更科学的评估基准, 以避免因

实验偶然性而对 LLM性能进行错误评估. 

5.2.4    提升 LLM测试领域性能

当前的 LLM已经展现出卓越的生成和推理能力, 然而, 如何充分发挥 LLM在模糊测试中的性能仍然是一个

未来值得研究的方向. 正如第 2.2 节中所述, 目前提高 LLM在模糊测试中的表现的方法主要包括微调、提示以及

与其他技术的结合.
尽管 LLM的微调方法通常在其早期应用较为常见, 但在实际研究工作中, 一些研究者可能更倾向于避免使用

商业的非开源 LLM, 以防止潜在的研究数据泄漏问题. 因此, 对于开源 LLM模型的微调仍然在未来的 LLM应用
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研究中具有重要意义. 对未来 LLM微调的研究可以从两个方面入手, 一是构建高质量的微调数据集, 二是设计更

符合现有 LLM架构的微调方法.
在微调的数据集方面, 目前的方法通常直接使用已有数据集进行 LLM 的训练, 例如 Alagarsamy 等人 [49]和

Hashtroudi等人 [52]在其研究中都采用了广泛引用的Methods2Test数据集进行模型微调. 然而, 这些方法未完全实

现测试任务和微调数据的精准匹配. 鉴于手动创建特定要求的数据集耗时且繁琐, 未来的工作需要进一步研究自

动获取微调数据集的方法, 例如尝试从代码仓库中提取目标信息作为微调数据. 例如, Utopia[117]利用从代码仓库中

获得的单元测试数据来驱动程序的生成. 在微调方法方面, 第 2.2.1 节中描述的方法通常简单地微调少量或额外的

模型参数, 而关于 LLM 如何理解输入数据的方面目前尚未有专门的研究, 例如在微调方法中如何将数据集输入

LLM, 使其更好地理解微调数据中代码的数据流和控制流.
对于提示方法, 除了第 2.2.2 节中介绍的 3类提示工程方法外, 还有其他提示方式, 例如 Tree-of-thoughts[118]、

Active-prompt[119]、ReAct-prompt[120]和 GraphPrompt[121]等. 在目前 LLM提示方法的研究中, 未来的工作可以进一

步深入研究提示模板, 例如 GraphPrompt使用图形或视觉结构来表示信息, 将代码程序涉及的依赖关系、控制流、

数据流、状态转换等信息转换为图形结构, 以便 LLM 更有效地理解被测软件. 随着各类多模态 LLM 的发展, 不
仅可以利用图形, 还可以结合声音、视频等多种形式, 从而提高提示的自动化程度, 增强 LLM的理解能力.

关于与其他技术结合的方法, 如第 4.1.3 节所述, 目前的方法已经将 LLM与反馈验证、程序分析、变异算子、

统计分析等方法结合起来. 随着软件工程和机器学习领域的发展, 各种问题都有了相关的技术, 这些技术均可以尝

试与 LLM结合, 发挥 LLM和其他技术的共同优势. 为了帮助 LLM更好地理解程序中 API的调用关系, 可以引入

编译中的 DU链分析, 使用 DU链将属性的定义和所有的访问连接起来, 跟踪每个 API的使用情况, 以实现对程序

数据流的充分理解. 除了传统的程序分析方法, 还可以结合机器学习的方法, 例如使用随机森林中的投票思想对种

子程序进行分类, 从而选出最小的种子集. 

6   总　结

本文针对基于 LLM的模糊测试的现有研究进行了综述. 文章首先介绍了模糊测试的基本架构和模糊测试中

常用的 LLM 技术. 结合基于深度学习的模糊测试方法的不足, 本文从而引出基于 LLM 的模糊测试方法, 并对相

关文献进行分类和描述. 根据对相关文献的分析和总结, 本文系统性地给出了基于 LLM 的模糊测试所面临的挑

战, 并提供了 4个可以扩展的研究方向.

致谢　感谢 CCF-华为胡杨林基金对本课题的支持!
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