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Abstract: The advanced multimedia and high-speed networks make distributed interactive systems more
promising and practical. These systems are distributed systems, which alow many clients located in different
locations to concurrently explore and interact with each other. The systems can be built either in the local area
network (LAN), or the wide area network (WAN), such as the Internet. Operations issued at one site are
immediately executed at the local sites for a good response time, and are propagated to other sites. One of the
challenging issues raised in the systems is consistency maintenance. Such issue in the discrete interactive media has
been studied in many literatures. However, the consistency maintenance scheme for discrete interactive media is not
suitable for continuous media domain. This paper illustrates a consistency problem in continuous interactive media
by a simple example. The absolute consistency model, a strong requirement, is suitable for LAN and resultsin a bad
responsiveness in WAN. To make the model more practical for WAN, a new consistency model, named delayed
consistency model (DCM)), is proposed. In this model, if an operation on an object x isissued at site i, every siteis
required to execute the operation at a specified time. The essential idea behind the proposed model is that other sites
are enforced to update the state at a certain amount of time later than site i does. Thus, other sites will finally view
the same state of x as that of site i. The DCM model is flexible, since it is unnecessary for all sites to have the
identical delayed time. In case that the system is based on a real-time network, another advantage of the model is
providing the real-time network scheduling with important timing parameters.

Key words:  consistency maintenance; interactive object; continuous media; distributed systems

1 Introduction

With the increasing development of distributed systems, multimedia and high speed networks™, building
distributed interactive systems becomes promising and practical. Using such systems, groups of geographically
distributed users and services can share information that is created and updated dynamically. Examples of
distributed interactive applications include distributed games, distributed simulation!®7, distributed interactive
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learning™ and distributed virtual environment!?¥, as well as CSCW applications such as collaborative editing
systems’®Y In the distributed interactive systems, clients can extract the relevant objects by updating their states,
or communicate real-time with other clients who also work in the same system.

Due to the fast development of the Internet computing, there are increasing number of distributed interactive
systems developed based on the Internet. Distributed interactive system provides an infrastructure to build a large
scaled environment for interactive activities by interconnecting many clients, in which people may cooperate with
each other. This system has brought a new set of open issues and challenging problems to solve.

A well-designed distributed interactive system has four basic features. (1) The proper interpretation of the time,
(2) Consideration of the transmission delays of the operations, (3) Execute the interactive operations in a correct
causal order, (4) Real-time response, users make their judgment and reaction based on the situation presented to
them by human-computer interfaces. These features can be guaranteed by consistency maintenance scheme, which is
one of the most important issues in distributed systems.

In an interactive system with continuous media, the objects are moving around. Even without operations issue
on them, the objectsis able to move by themselves according to the rules, which have been specified at design stage.
It is a basic requirement that all sites should have the same view upon the object. Hence, when one site issues an
operation, the operation together with its time-stamp is propagated to other sites so that the state of the object can be
update by the remote sites in accordance with the received operation.

In this paper, we focus on consistency issue for interactive continuous objects. The distributed interact system
studied in this paper has no centralized management, and each object in the system has the replicated copies at all
sites. The network delay is unpredictable bound, therefore, this model can be applied for the Internet based
interactive systems.

The rest of this paper is organized as follows. In Section 2, an overview of related work is presented. Section 3
gives a simple example to illustrate an inconsistency problem, which is named as delayed inconsistency. To keep the
system delayed consistent, section 4 presents a new consistency model, named delayed consistency model (DCM).
Section 5 described the consistency maintenance for distributed interactive objects. Finally, we summarize the
contributions of this paper and suggest the future research work.

2 Related Work

Consistency maintenance is one of the most significant challenges in designing and implementing distributed
interactive systems. Such issue raised in discrete interactive media has been explored and discussed in many
literatures. Real-time collaborative editing system is a good example of interactive system with discrete
medi a.[8,10~12,14] .

In Ref.[8], a consistency model, with properties of convergence, causality preservation, and intention
preservation, is proposed as a framework for consistency maintenance in real-time collaborative editing systems.
The integrated set of schemes and algorithms, which support the proposed model, are presented in Ref.[8]. To study
the consistency maintenance in real-time collaborative editing system, Li et a. studied how the user intentions might
be impacted when the finite duration of drawing operations is considered™®. The problem of maintaining
consistency in the fact of high-latency communication network is also studied in Ref.[10]. Sun and Chen proposed a
novel distributed multi-version approach to conflict resolution for real-time collaborative graphics editor!*+*.

Storm et al. proposed a model, in which several objects may be atomically updated, and these objects
automatically maintain consistency with their replicas using an optimistic algorithm'®. The algorithms are based on
optimistic guess propagation principles, adapted for fast commit by using primary copy replication approach.

Unfortunately, the consistency maintenance schemes devised in these papers only concern about the discrete
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interactive systems. Unlike the object with discrete media, a continuous media object not only changes its state
according to the operations issued on it, but also continuously updates the state due to the passing of time as well.
Thus, the object’s state not only depends on what operation issued on it, but also depends on the time at which this
operation is executed.

Recently, continuous media has been employed in various kinds of distributed interactive systems, such as
multi-user computer games??, distributed virtual reality!?"%#2°24 and simulations”®!. Distributed virtual
environment is a distributed system, which allows many clients who are |ocated in different locations to concurrently
explore and interact with each other in a high resolution, 3-dimensional, graphical virtual environment!®*.
Greenhalgh et al. studied a Qos architecture for collaborative virtual environments'*®, and their work focus on the
management of streamed video within shared virtual worlds. Choukair and Retailleau explored a model of the
Distributed Virtual Environment Collaboration Model (DVECOM), which aims to provide an end-user QoS support
for distributed virtual reality applications®”. Bieber and Siron proposed a security architecture that aims to protect
the intellectual property of firms participating to a distributed interactive simulation!”. As the number of simulated
entities grows, the number of messages that need to be sent per unit of time can grow to unmanageable numbers. To
reducing the number of messages, Messina et. a presented a approach to keep track of what entities need to know
about which other entities and only send information to the entities that need to know!*®. However, these works did
not study the consistent control in the systems.

Consistency maintenance in continuous media remains many open issues. Zhou et al. introduced a concept of
time-space inconsistency for continuous distributed interactive applications™®, and three kinds of inconsistency
problems were addressed in Ref.[13]. This paper, however, addresses a problem that is not covered in Ref.[13]. Diot
and Gautier described the design and implementation of a distributed multiplayer game on the Internet, in which the
buckets synchronization mechanism is devised to guarantee the consistency of the gamel??. Mauve studied the
important tradeoff relationship between the responsiveness of the medium and the appearance of short-term
inconsistencies?!. Reference [21] shows that the fidelity of the application can be significantly raised by voluntarily
decreasing the responsiveness of the medium. This approach is named local lag, which means instead of immediately
executing an operation issued by a local user, the operation is delayed for a certain amount of time before it is
executed. This scheme is very similar as the buckets synchronization addressed by Diot and Gautier'??.

Unlike the model proposed in Refs.[21,22], DCM shows that it is unnecessary for all the sites to have the same
state at the same time. Different sites can share the same view of the objects at different time, which is specified at
the designed stage and predictable for user.

3 An Example of Inconsistency in Continuous I nteractive Objects

Since continuous interactive objects may move by themselves even without any operation issued on them, the
states may continuously update not only according to the operations issued on it, but also because of the passage of
time as well. In DCM model, it is assumed that the local clocks of all the sites are synchronized periodicaly. The
clock synchronization can be guaranteed by Network time Protocol®® or GPS clocks, and the clock deviation is less
than 50ms. The work reported in Ref.[21] has a similar assumption.

As shown in Fig.1, we illustrate an example in a 2-dimension environment. It is straightforward to extend this
example into 3-D environment. Suppose the initial position of object x at site 1 and site 2 is the same, and set to be
(0,0), and the initial velocity of x is (0,0). Site 1 issue three operations: operation 1 makes x move, operation 2
changes the direction and accelerates x, and operation 3 stops x. The final positions of x at two sites are determined
as follow.

At time t;(01)=0, the operation o, from site 1 makes x move constantly at the velocity v=(10,0). At time
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t1(0,)=0.5, operation o, changes the direction of the object x, and also increases speed to v'=(0,20). Therefore, object
x changes the direct at the coordinate (5,0). At time t;(03)=1.5, x is stopped by 05 at the position of (5,20).

01 2 0
t2(0)) =0 ty(02) =0.5 ty(0;) =0.2 tx(02) = 0.8
sitel site 2
Fig.1 Example of an inconsistency problem in object with continuous media. Site 1 issues three operations at
time 0, 0.5 and 1.5, respectively. The communication delay for operations are 0.2, 0.3 and 0.1. The final position

at site 1is (5, 20) and the position after executing 03 at site 2 is (6,16).

Each operation is immediately transmitted to site 2 in parallel with its execution at site 1. It is assumed that the
communication delays for three operations are d;=0.2, d,=0.3 and d;=0.1, respectively. The time when three
operations are executed at site 2 is expressed as t,(0;)=t;(0;)+d;, where i=1,2 and 3, supposing that site 2 executes
operations without any artificial delay at site 2. Similarly, x starts moving at time t,(0,)=0.2, and x changes its
direction at position (6,0) at time tx(0,). Object x stops in response to 03 at time t,(03)=1.6, approaching to the final
position (6,16). Obviously, final positions of x at two sites become different, which is an inconsistency case that can
be avoided in DCM model. The reason for the inconsistency problem shown in the above example is that the
communication delays associated with the operations are various because of the unbounded network delay.

4 Consistency Model

The object of this work is to devise an approach to attack the inconsistency problem illustrated in the previous
section. The underlying network setting is modeled as a graph G=(V,E), where V={vy,v,,...,v;} represents a set of
sites connected by the network, and elements in set E denote communication delay between two sites. Let dj be the
upper bound communication delay for a message transmitted via this channel. In the following definitions, t is the
wall-clock time.

4.1 Absolute consistency

Definition 1. Given an object X, the state of x is defined by its current coordinate and its current property, such
as the directional velocity, size, colour, etc. At the wall-clock time't, let s/ (t) denotes the state of x at site | at timet,
where 1< i< n.

Definition 2. Given an operation o, v(0) denotes the site at which o isissued at time g;(0), and e(0) denotes the
object on which o is operated. Let a;(0) and c;(0) be the arrival time and the execution time of o at v;. It is obvious
that gi(0) —»v(0)=i, and &(0)—>V(0)=i.

Definition 3. Given two operations o; and oj, 0; is causal order preceding g, i.e. 0, — 0, iff: (1) V(o) = V(o)) =
k, and g«(0i)< 9(9y); (2) V() = V(0)), a(0;) < gu(0;), where k = v(0;); (3) There exists an operation o, such that o; —
O Ok — Oj.

Definition 4. Given an object x, the object is absolute consistent at time any t, iff V1<i, j<n, i=j: s!()=sl(t).
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The system is absolute consistent, iff Vx, t>0: x is absol ute consistent.

In most cases, especially for the system that is built on the Internet, it is impossible to achieve absolute
consistency, due to the unbounded transmission delay. This fact is described and proved in theorem 1 and 2, which
assume that the system clocks are synchronized.

Theorem 1. Assume that system is initialized to be absolute consistent. The system is absolute consistent, if
and only if any operation at all sites execute at the same time.

Proof. (1) Firstly, it is straightforward to prove that any operation at all sites must execute at the same time
— the system is absolute consistent. Since the initial state of the system is consistent and each operation is executed
at al the sites at the same time, the state at each sites update the state at the same time. Therefore, system is
absolute consistent is proved.

(2) Secondly, we prove the system is absolute consistent — any operation at all sites must execute at the same
time. This can be proved by contradiction. Given an operation o issued on the object x, where v(o)=i. Let t be gi(0).
We suppose Vt'<t:(V1<j< n, i#j: si(t)=sl(t"), thus, the system is absolute consistent at any time before t. If site i
executes o at t; whereas site j execute o at t, > ty, then it is clear that, sxi(tl) # 5] (tp), thus, the system is not absolute
consistent at timet;. Therefore, the operations must be executed at all sites at the same time. [

Theorem 2. Given an operation o issued on the object x, where v(0)= i, if 0 executes at site i immediately after
it isissued, then system is not absolute consistent at time g;(0).

Proof. Lett be g;(0). We suppose 3>0 (V1<j< n, i=: s/ (t—£)=s{(t—¢)), thus, the system is absolute consistent
at timet- (1) If at time't, one sitej (j=i) updates the state of x with operation o' 0, then 31<j< n, i=j: s/ (t)=sJ(t).
Theorem holds for case (1). (2) We prove the case that at time t, every site j (j=i) does not issue operation on x.
Since o updates the state of x at time t, we have s, (t)=s/(t-<). Because it takes time 5>0 to propagate operation from
i to other site, the state of x at site j (ji) remains unchanged at time t, thus, V1<j<n, i#j: s/(t) = sJ(t—¢). We get
vi<j<n, izj: s)(t)=s{(t)=s,(t-¢). Therefore, theorem also holds for case (2). Based on (1) and (2), the proof is
completed. [J

Theorem 2 indicates that, to keep the system absolute consistent, the operation generated at the local site could
not execute immediately after it isissued. On the contrary, the operation must delay for a certain of time before it is
executed. To solve the absolute consistency problem, we have the following Theorem 3.

Theorem 3. Given an operation o issued on the object x, to keep the absolute consistent, the execution time of

o at sitei is equal or greater than g;(0) + MAX"

ok (dii ), where i=v(0), and di(0) is the transmission delay for o to

be transferred from sitei to j.

Proof. We prove this theorem by contradiction. Let d =pMAX"

i (dii) and suppose site i does not delay

for a certain of time d¥, thus, site i executes operation at time g;(0)+d, where d<d¥. Since site k receives and
executes the operation at g;(0)+d¥, sitei and site k execute the o at two different time. According to Theorem 1, the
system is not absolute consistent. This completes the proof. [

4.2 Delayed consistency of objects

An observation from Theorem 3 is that if the delay time for local operations is long enough, the number of
absolute inconsistencies can be sharply decreased. Similar conclusion can also be found in the work of Mauave'?!
and Cristian®. Unfortunately, employing along delay for local operations leads to a long response time, which may
not be tolerated by most users. Thus, the problem of maintaining consistency is posed as a tradeoff between high
consistency and a good response time.
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It is extremely difficult to meet the requirement of absolute consistency on the Internet, since the Internet gives
rise to the unpredictable bounds and large variations on message transmission delay, and the delay is normally
significant noticeable. In the Internet environment, we either have a bad responsiveness with few inconsistencies or
have a great number of inconsistencies with a short response time. To solve this problem, we propose the concept of
the late consistency. In DCM model, we assume that only one site owns a given object at a given period of time, and
a site issues operations on the objects it owns. For example, in a distributed car racing game, player A steers his car
and controlling other players' car is prohibited. Let player A’s car be an object, the owner of this object is player A.

Definition 5. Given an object x, the ownership of x at time t is denoted as w,(t). For simplicity, it is to be
assumed that the ownerships are not transferable, therefore, we have Vt > 0: w,(t)=w.

In accordance with the definition of w,, we obtain v(0) = i — €(0) = X A Wy = i. (1)

Definition 6. Given an object x, the object is delayed consistent at timet > 0, iff V1 <i,j<n,i#j:w.=i —>

s (t)= s!(t+s). &, isthe phase difference between two sites.

The above definition implies that if an object is owned by sitei with the state s at timet, the object at other sites
will have the same states. It is noted that s appears at the remote sites at a certain amount of time later than t. For
example, from time step 1 to 20, the state of the object x at site 1 is {s (1), sX(2), ..., s2(20).}, and x has the same
sequence of the state at site 2 starting from time 5 to 24. In other words, we have {s2(5) = s (1), s(6) = sX(2), ...,
s2(24) =s,}(20)} . The phase difference between site 1 and 2 is 4, thus, 67 = 4

To maintain a delayed consistency for an object, the local operation o on x is allowed to be executed
immediately after it is issued by site v(0). When o is propagated to other sites, o0 is executed at a specific time by
delaying it for a certain amount of time. Hence, at sitej = Vv(0) = i, 0 is executed at time g;(0)+ &). That is

6(0) = Gi(0)+ 4. &)

This approach ensures that the x satisfies the delayed consistency. Thisis described in the property as below.

Property 1. Give an object X, Vo, 1 <i,j <n,i#j: €0) =xA V() =i (o) = g(o)+ S8 A (Vt < gi(0): xis
delay consistent) — x is delayed consistent.

Suppose the objects in site i are delayed consistent, and two operations 0, and o, are issued at site i, we have
Cj(02) —Cj(01) = Gi(02) — Gi(01), wherej = i. Thisfeature is formally described in Theorem 4.

Theorem 4. Given two operations issued on site i, we have v(0;) = V(0p) =i — V1<j<n,j=i:¢(0y) —¢(0y) =
0i(02) — gi(0y).

Proof. This theorem can be proved straightforward from the approach describe above. According to

expression (2), we obtain (a)V1< j<n, j # i:i(01)= gi(0)+ 5 and (D) V1< j<n, j = i:ci(0z) = gi(02)+ 5,/ . Subtracting
expression (b) by (a), we havevi<j<n, j #i: ¢j(02)—Cj(01)=0i(02)—0i(01). U

Unlike the model proposed by Mauave® and Cristian!®!, this DCM model does not force every site to execute
0 at the same time. &' is an input parameter specified by users, this makes the system design more flexible. As
shown in Fig.2, delay time from site 2 to site 1 is 9, whereas delay time from site 2 to site 3is 5.

Let d be the upper bound on the communication delay from site i to sitej, it ensures that all operations arrive
before d{. Hence, the specified delay time &' must be equal or greater than d’ as formally described below.

Theorem 5. Give an object x, and i=v(0), if the object is delayed consistent, then V1<j<n,i=j:5J > d /.

Proof. Assume at t=g;(0), site i update the state of x by executing 0. We suppose the transmission delay equals

to the upper bound dij, and site j changes the state in response to o at time t + d. Thus, g’x(t): s/ (t+45)). Inthis
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case, we havegsi = dl. If site | delays for a certain amount of time t© after receiving o at time t +d/, then we get
I I I

S, () =/ (t+5 +7). Therefore, 5 =dj+7>d/ - o

4.3 Delayed consistency of sites

01 5
® 10
'Y ©
14 /‘N
@20
Time ? 24
Site 1 Site 2 Site 3

Fig.2 Delay time from site 2 to site 1 is 9, whereas the delay time from site 2 to site 3isonly 5

Given two sitei and j (i#j), DCM model makes sitei view the same states of the objects that belongs to site j
at a certain amount of time later. Given another sitek (k = i and k # j), sitei also views the same states of the objects
that belong to site k at a later time. We are interested in the views of objects belonging to sitesj and k from sitei.
Even though all the objects belong to sites j and k are delayed consistent, some interesting problems may occur. We
will demonstrate one problem by a simple scenario that is depicted in Fig.3. For simplicity, we only show the
example in one dimension and it is straightforward to extend the example to 2-D and 3-D environment.

o, |0
l\ 0, 2
01 5
02 2
o, 18
03 20
03 2
Time 04
Site 1 Site 2 Site 3

Fig.3 &2=5, &= 10, operation o; and o3 are issued on object X at site 1, whereas 0, and o,
areissued ony at site 2

In an Internet based racing game, player A and C at site 1 and 3 drives car A and C, which are denoted as
objects x and y, respectively. Player B at site 2 is an observer who is interested in this racing game. We assume that
&2 =5, & = 10. Operation o, and o3 are issued on x at site 1, whereas 0, and o, are issued on y at site 2. It is
observed from Fig.3 that both x and y are delayed consistency.

Let the initial positions of x and y be 0. At time step 1, 0, moves x move at a constant speed of 10, and at time
step 2, y starts moving with a constant speed of 10 by 0,. Therefore, the distance between x and y is 20, and x is 20
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ahead of y when y begins moving. However, from the observer’s point of view, the distance between x and y is 70
instead of 20. Thisis because at site 2, x starts moving at 5, whereas y begins moving at 12.

At time step 18, operation o, stops y, thereby making the final position of y be 160. However, object x is stopped
by oz at time 20 with the final position 200. Player B at site 2 observes that x stops 3 time steps earlier than y, thus, y
continues moving when x stops. The explanation of this scenario is that the specified delays &2 and &5° are not
identical. The states of the objectsin site 1 and site 3 have been delayed for different amount of time before they are
viewed at site 2. One efficient solution for the inconsistent views is assigning a same value to 6,2 and &2

To study this inconsistent problem in a general way, we introduce the definition of the delay consistency for a
site. Let X be the set of object, it has n subsets, denotes as X=X;UX,u...UX,, where X; ={xeX|w,=i}. It is clear
that, V1<i,j <n,i#j: X;nX=.

Definition 7. The state of the sitei at time t is represented as, S(t)=S,(t)USk(t), where S)(t) is composed by
the states of the objects owned by site i, whereas Sg(t), contains the states of the objects that belong to other site.
Thus, S,(t)={ S,(t), where xe X} and Sg(t) ={ S,(t), where xg X} .

Definition 8. Given asitei, it is delayed consistent, iff Sg(t)= U 110 S/ (t =9 ")

The system is consistent, iff V1<i< n: all site i are delayed consistent.

As defined in Define 8, if the system is consistent, it must have the following property.

Property 2. For any sitei in the system, it satisfies: V1<j<n, jzi: & =5

Parameter &' is derived from d' (1<j<n, j=i). &' is given and proven in the Theorem 6 as below.

Theorem 6. If the system is consistent, then, V1<i<n: §'> MAX, d

<j<n,j#i "

Proof. Given asitei (1<i<n), we assume dL =MAX d‘j . According to the Theorem 5, we have 8= dd.

I<j<n,j=i

Since the system is consistent and based on the Property 2, we get 8J=6'. Therefore, we obtain §' > MAX di.

<j<n,j=i vj

Thus, we get V1<i< n: §' > MAX d. -

I<j<n,j=i ]

To keep the delayed consistency for a given site i, our approach is very simple: The operation o is delayed
before it is executed by site j. This approach ensures that the execution times of o at sitei is §' later than that at site
j. Thus,

ci(0)=gj(0)+5". 3

Assume asitei is delayed consistent, and given two operations 0; and o, issued at site j and k, respectively. We
have ci(0,) —Ci(01) = g(02) — ;(01), wherej # i and k # i. Theorem 7 explains this feature formally.

Theorem 7. If asitei is delayed consistent, we have V1<j, k<n, j#i, k= i: v(01) =] A V(0y) = K — ¢(0,) — ¢i(01)
= 0k(02)—gj(0y).

Proof.  From Eq.(3), we have (a)V1<j< n, j = i: v(0;) =] — ¢i(01)=gj(01)+5 " and (b)v1 < k< n, k= i: v(0)=k
—¢i(0,)=0k(02)+5 . Subtracting expression (b) by (a), we have Vi<j, k<n, j#i, kei: V(01)=jAv(02)=k—>Ci(0,)—
Ci(01)=0k(02)—g;(0y). |

5 Conclusion

We address the consistency issue in distributed interactive systems with continuous media. A consistency
problem isillustrated by a simple example. Thistype of consistency problem is due to the fact that objects can move
and update automatically even without manipulation of users. Hence, the state of an object not only depends on the
operations issued on it, but also relies on the time when the operations are executed on it as well. It is to be noted,
however, those objects with discrete media do not have such consistent issue. To solve this problem, we propose the
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delayed consistency model for the interactive object. The DCM model is superior to the models discussed in the
literatures®, since there are several advantages in DCM described as follows.

First, DCM does not require all the sites to have the same state at the same time. Unlike the model in Ref.[21]
different sites share the same view of the objects at different time, which is specified at the designed stage. Second,
having a good predicability results in tolerating long communication delay time in DCM model. A local site views
the state of the other sites, and has the knowledge about what is the exact time associated with the states of other
sites. Third, DCM is suitable for real-time network. Because there is a specified delay time for each object, and the
specified delay time is an important parameter for the scheduling mechanism in real-time network. In real-time
scheduling, the message with shorter delay time will be assigned a higher priority and be transferred earlier than
messages with lower prioritiest?®.

This work represents our first and preliminary attempt to address the consistency issue in a complicated
problem. There are alot of open issues remaining to be studied. Our future work in this field could include:

(1) DCM assumes that the clocks in the system are synchronized by Network time Protocol or GPS clocks, and
there is no clock drift. Based on DCM proposed in this paper, we will study a more sophisticated model that takes
the clock synchronization and the clock drift into account.

(2) Another assumption of our work is that the ownership of each object is not changeable. In the future model,
we will relax this assumption by letting the ownership be transferred from one site to another site, this will giverise
to new consistency problems, and we will devise the new approach to solve the problems.

(3) The DCM model assumes that there is an upper bound on the communication delay for each network
channel, and operations will be guaranteed to arrive at the destination within the specified delay time. We will relax
this assumption in such a way that there is no such upper bound for message communication. In case that the
operations arrive at the remote sites later than the specified time, the consistency can no longer be maintained.
Therefore, a scheme must be facilitated to recover the false state of the objects under these circumstances.
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