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Abstract . Recently there has heen an increasing interest in representing disjunctive information. DCWA
(disjunctive closed world assumption) is a skeptical semantics for disjunctive deductive databases (IDDBs) (with
default negation) and estends the well-founded model for normal logic programs. DCWA also provides an
approximation for the generalized closed world assumption {GCWA) and supports argumentation. This paper
presents 4 top-down procedure for DCWA and proves its soundaess and compleleness,
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Recently there has been increasing interest in representing disjunctive information. The obvious reason is that
we are often required to deal with disjunctive information in representing our common knowledge information. The
extension of deductive databases by introducing disjunction in the heads of databzse rules (1. e. disjunctive deduc-
tive databases) has heen widely accepted as a promising taol for representing incomplete knowledge. ’rhf‘. closed
world reasoning in databases is actually a kind of default negation. However, the task of defining a precise meaning

Y rlosed world assumption (CWA)

for default negation (and disjunction) is proved to be difficult. Reiter’s'
provides such an excellent semantics for performing closed world reasoning in non-disjuncrive databases. Minker's
GCWA™ is a natural generalization of CWA for disjunctive deductive databases without default neagtion and there

-~ [3~#1
are also some other proposals to extend CWA, 578

ITowever, all of these proposals hear their own drawbacks and
do not suppart argumentation. In Ref. ~7 ], we defined a form of closed world reasoning DCWA for general dis-
junctive databases (denoted there as GOCWAY).

However, DCWA lacks a suitable procedural semanties, The main contribution of this paper is to incorporate
default negzation into traditffonal SLI-resalution™ and to provide a top-down procedure for DCWA, We prove that
this procedure is sound and complete with respect to DUWA. The rest of this paper is arranged as follows ; in Sec-

tion 1 we specify our notations and briefly recall DCWA : Some definitions related to SLLIN-resolution are included

in Section 2; The completeness and soundness of the SLIN-resolution with respect to DCWA is proved in Section
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3; Section 4 is the conclusion.
I CWA for General Disjunctive Dalabases

A general disjunctive deductive database (simply, disjunctive database) P is defined as a set of rules of the
form. TR RV R il NI TR T
Here, n22522r2>0 and p;7s are atoms for (= 1., ..« V and not denote non-clussical disjunction and defaulr nege-
tion, respectively.

If e=1y. the above rule is said r0 De positive. P is a positive disjunctive database if each rule of P 15 positive.

£, is the Herbrand base of 7 (the set of all atoms In P for propositional 7).

A defaulr literal Cor. negative literal) is of form ~p where p € Brand is also called an assumption ol P. A
hvpothesis A of 7 is a set of its assumptions. The set of all hypotheses of P is written as H{(P).

For simplicity, we also expross a rule (7 in 2 as the form ol 211, ~11,,
where X is a disjunction of atoms in B85, JT, an unordered sequence of finite atoms of Br denoting a conjunction of
atoms. and ~IT,={~y: g€ I} fcr 0,0 B, denoting a ¢canjunciion of negative literals,

Denote —Z=~p A, A~paf 2=p V...V b

Definition 1. 1. Let A be a hypothesis. then

{13 For each rule C in P, delete all the negalive Literals in the body of (' that belong to A, The resulting dis-
Junctive datalase is denoted as Pu;

(2} The positive disjunctive database consisting of all the positive tules ol 415 denoted as P; , and is said to
be the generalized GL-transformation of 7,

Ezampie 1. 1. Consider the disjunctive database I,

pNg—u
wpe g

If A— {~uy~pt, then /3 s the positive disjunctive database;

pVyg+

Definition 1. 2. Let A be a hypothesis of disjunctlive database I* and 2 a disjunction of atoms. A b p2 if there s
a disjunction & of atoms such that 171 F 2 and £ =3V 2 for some disjunction £, where “F ' is the inference in
the first order logic.

[n Example 1. 1, if A={~u.~p}, then P4 Fq.

Originally , DCWA 15 defined as the least alternatiog [ixpoint but it also possesses the following equivalent
charzcterization.

Definition 1.3, Tet £ be a disjunciive database, A and &' be two hypotheses of . 0 there exists an assump-
tion ~g€ A" such that At pg, then we say & attacks A, written A=A, In particular, A is said to be an atracker
of an assumption ~¢ if A~=p{-~g¢}.

IF 4 s an attacker of an assumption ~ p and there is no attacker & of ~p such that A’ CA, then we say A is
2 minimal attacker of ~ p.

For insta.nccg if we take A={-~u, ~p} and A" == {~g: in Example 2. 1. Then A~>~pA'. That 15, Ais an at-
tacker of ~-g and is also a minimzl one. Another attacker of ~~g is the hypothesis {-~v}.

Definition 1. 4, Let A be o hypothesis of . An assumption -~ p is acceptahle with respect to A A~pa' for
any attacker & of ~ p.

In Example 1. 1. the assumption ~y is acceptable wrt. A—{— gy ~q].

Motice that, if "atiacker” is replaced by “minimal atracker™ in Definition 2. 4, we shall get an eguivalent defi-

nitien of 4., This abservation will be used in 1he proof of subsequent results,
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Set Ap(AV={~p,~ p is acceptable with respect to A}. Then A, defines an operator from H,—Hp. This
operator is monotonic but nct necessarily continuous. Thus, the Ap has the least fixpoint A- 4 7, where 7 is an
ordinal.

Definition 1. 5. Let P be a disjunctive database, Then the closed world assumption DEWA for £ is defined as
DCWA(P)=Ar4 7, where ¥ is an ordinal.

If Pis the disjurctive datubase in 2.1, then DCWA(P )= {~v, ~pl.

DCWA is no stronger than the semantics WFDH defined in Ref, [8]: DCWA(P)CWFDH(FP) tor any disjunc-
tive database P. The following example shows that WFDH is surictly surong than DCWA.

Ezample 1.2. Consider the disjunctive database P,

pVg——u
gVu=
We know that WEDH(P) contains ~p but ~ p & DCWA(P).

2 SLIN-Resolution

In this section, we shall provide a top-down procedure for DCWA which is an extension of SLI-resolution™ by
incorporating default negation., From now on, we assume that P is a finite propositional datasase.

A goal G is of the form; </;,...+Lrs~da& ... »~a,» where each [ is an atom & cr its negation —1a for /=
1oov.vr ands as are aroms. Distinct {rom default literals, 7 is said to be a classic literal if =g or {=74.

Agoa] is negative if it is of the form = —a(s.. . s7 0 ety 130 « - » 1z, Wwhere g is an atom and r&n.

In sur resolution- like procedure, given database rule €. 3, ~I,, we transform C 10 the goal ge{C) =

-2, 0, ~1II, and call it the goal transformation of €. Sirce our resoluticn is to resolve literals in both heads and
bodies of database rules, this transformation allows a unified and simple approach,

The special goal = is called au etupty goul. The empry goal = is aiso written as the familiar symbol []. The
non-empty goal of form «——%, ~ I 15 said to be a negative goal.

Given 2 disjunctive database PP, set g#(P)= {g2(C() ;€ € I}, The wraditional goal resulution can be generalized
to gtiP) as follows.

Goal Resolution (CR);

I Ge—i,mZ, 00, ~fT,and G' .« X '\ ,~IT, are twa goals such that classic lizerals { and [* are comple-
mentary, then the GR-resclvant of ¢ with &' on selected literal [ is the goal =22 M0~ ~'5.

GR is acwally a variant of the SLI-rule defined in Ref. [87.

Definition 2. 1. An SLIN-derivation from G in gi (P} is a sequence of goals: GGy o0 2Gas
where (7, =C and . for i=0.... 7w —1,G.4, is obtained from one of the following two steps:

L. Gi+ is the GR-resalvant of & with a goal in g¢(FYU{Gus. .. G} on selected literal, or

2, 1f G, is the goel: =——Z, 11}, ~ p,~ ¥ such that there exists a snrcess positive tree T for the goal < p..
Then Gy, is the goal <39, [0 .~ I,

An SLIN-refutation for G is an SLIN-derivation: €4,Gy. .. &, such that G, =G and G.=[_].

Let P be a disjunctive database and ¢ a goal. A positive tree T'¢ fot & is defined as follows,

1. The root of T is G.

2 For each node ' 1<%, g MI'1, ~I',, and each goal Giin g£(P), if G, is the GR-resolvant of G’ with G
on pand &', is different from all nodes in the branch of ¢, then &’ has a child 7.

We distinguish three types of leaves in a positive tree (there may be otaer leaves),
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1. Empty leaves which are labeled by the empty rule.
2. Dead leaves which contain atoms that cannot be resolved with any goal in g¢(P) by GR-rule.
3. Tailure leaves which are goals of the form =g, ... s s~ puyise. o+~ p.(mZn) such that, for some ¢
(1%5/<5n) =2, has an SLIN-relutation in ge(P),
T i3 suceess if T¢ contains only two types of leaves: dead leaves and failure leaves.
Our SLIN-resclution consists of SI.IN-derivations and positive trees.
If the goal C is of form < p, its positive tree T4 is also written as T (p).
l.et us illustrate the SLIN-resolution with an example.
Example 2. 1. Let P; consist of the following rules.
aVbr,~d
b i
eV S~nh
a¥ fec
gell’g) is as follows:
Rl,<—a,h.c.~d
B2~ —by~e,~¢
Kir=—eSyh
Ri:= —urv=foe
The sequence of goals Gp= 5,02~ ~e, ~ ¢, =~ ~¢,(7;=~ is an SLIN-relutaticn for the goal < &, since
both <—¢ and ~ ¢ have success positive trees, In fact, the positive tree of the goal <—c is itseif and the positive tree
of the goal <-¢ is as follows (these 1wo trees have only dead leaves):

-y

R1
- fih

The goal g has rhe following success positive tree 77 (g) since its two lezves ~—b.c,~d and < —f,c are

both dead:

-

g
Ra
S N
— b, ~d <= fir
It is not hard to sec that ~a € DCWA (P,) and DCWA(P,) + r,b-

3 Completcness and Soundness of SLIN-Resolution

In general, we have the [ollowing soundness and completeness theorem.

Theorem 3. 1 {Soundness and Completeness af SLIN-resolution).

Let P be a disjunctive database and p& £;..

1. ~pEDNCWAP) if and only if there exists a success positive tree for the goal Gi=p.

2. DCWAP) b rp it and only if there exists an SLIN-refutation far the goal G.<—p.

Notive that the notions of SLIN-refutation and success positve trees are defined recursively and we can make
them more mathematically precise according 1o their ranks: for an SLIN-derivation £J and a positive trec T¢ »

rank (D) =0 if there is no positive tree involved in the definition of ).

rank (7' =1 if there is no SLIN-derivation involved in the definition of failure leaves of T#.

For k1, rank{D)=4k if D is defined through positive trees whose ranke sre no more than £ and at least one
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positive tree having rank £ is involved.

For &222, rank (T3 ) =4 if, for each failure leaf L.leftarroir 2 pia. o v fas ™~ Porises o s~ Purm_>n, there ex-
ists i {1<5isn) such that <—p; has an SLIN-refutation in g£{F} whose rank is no more than £—1 and at leasl one
such rank is 4—1,

The proof of Thearem 3.1 is directly derived from the [ollowing two lemmas.

Lemma 3. 1. For any dispunctive database P and a geal &;

1. If there exists a success positive tree T for G:+p, then ~pEDCWA(P).

2. If there exists an SLIN-refutation R [or (G:+p, then DUWAC(P) |, p.

Proof. Tt suffices to prove that the lollowing two items hold :

(1) AB(Z) b o if rank(R) =k for k20 and

(2) ~p€ AN @l runk(TE) =4 for 1.

First. for k=0, by induction on the length of R, we have that (1) holds.

It remains to prove that both (1) and (2) held for #2321 by using simultanecus induction on the rank & of
SLIN-refutation and positive tree ;

Basis: k=1, If positive tree T'¢ has rank 1, then the assumption ~ p has no attackers. Thus ~ pis admissible
wrt 2, i.e. ~p€ Ap{ ). Further, if B has rank 1, then all selected literals of form ~gin R are in Ap (2.
Thus Ae{Z )k pp.

Induction; Assume that hoth (1) and (23 above hold [or rank 2—1. We want to show that (1) and {2) hold
for rank k.

To prove (2). if rank(T{ »=4: Suppose :hat & has ¢ failure leaves Lyv... . L. in T#. Then, for cach failurc
leal Lii=~qs..ov~ges ~guiise.. s ~q. it corresponds to 2 minimal attacker & = {~g¢,... ~g,} of the
assumption ~ . Moreover, 4., .. 24, are all minimal avackers ol -~ p. For each A0 Li1s a failure leaf and thus
there is some ¢, (1=57<5s) such that the goal =g, has an SLIN-refuiation R’ in ge{P). Notice thal renk (R )ik~
1. Thus. by indnetion assumprion, A% " (&) F pygie Thus, AS U @)~ {~gi.. .. v~q.}. This implies that A5 ?
(Z)~pA for any minimal attacker A" of ~p. Thus. ~pE A A (@)= AR ().

Ta prave (1), if rank(R) —4, by induction assumption and the definition of SLIN-resolution, all selected
literals of form ~g are in A (2 ) and thus, (1) holds for rank (RY=4, |

Lemma 3.2. For any disjunctive database P and a goal €

1. U DCWAC(P) F »p, then there is an SLIN-refutation for the goal G:~—p.

2. I ~pC DOWALP), then there is a success positive tree for the goal G- p.

Proaf. Tt is enough to show that both of the following C'1 and (% hold:

Cl. For 20, il A*(Z) b, p. then there coxists an SLIN-refutation R {or goal G:=p such that rank(R)=k.

C2. For k1. if ~pE AL ), then the positive tree T for G, <p is suceess and rank (TF )<k,

Far #—0;if & | rp. then P v g, where F is the inference relation in the classic logic and P# is the general-
ized Gl.-transformation of PP wrt. the empty hypothesis. By the completeness of the SLI-resolution'*, there is aa
SLI-refutation R for . Notice that R is also ST.TN-relutation R [or & and rank(R) —0.

We prove that C1 and (2 hold for £21 by using simultaneous induction on rank 2.

basis. For B=1. that is, if ~& &€ Ap(Z), suppose that T is the positive tree for G whose negative leaves

(negative goals and empty gozl) are L,... ., where L;;<—Z" ,~I"Y., Write & .= {~¢:9 € atoms(I) _atoms
(IT}}. Here, atoms (k) denotes the set of atoms appearing in the expression E. Obviously, A | pp for i =
loo..stand 4,... . A are all minimal artackers of the assumption ~p. By ~p€ Ap{&), 1t should be the case
&', (Notice that this also means A, is not empty). Thus, for anyi=1.... ¢, there iz an assumption ~g €
A i@ b wgi. By the case of 2 =0 just proved above. this implies that there exists an SLIN-refutation R for g,
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such that rank(R':) =(. Thus, we heve shown; (1) the rank of T¢ is no morc than 1+ ¢2) there is no empty
leave; (3) every negative leaves is a failure one. Therelore, €2 holds for & —1.

H ACHYF ~p, similar to the proof of €1 for A= 0, we can see that the goal (+;=p has an SLIN-refutation
oDy aDin A () R corresponds to an SLIN-derivation £, in 7 (not necessarity u SL.IN-refutazion in
Py Dhy... o D satisfying that {) is a negative goal; ~— ~dy .., ~d., where [, € Ar (@), Define 1), .~
divesoa—dofar i=1..,. 47, Then D, .. is the empty goal. By the conclusion of C1 for &= 0.R: ... v D,y
Ds oo DL is en BLIN-refutatior for (' and the rank of R is no more than 1.

Taduction. Assume that beth £1 and €2 hold for any natural number that is not mere -han k, similar to the
proof of the case for 8= 1. we can show that C1 and C2 hold for £+1. C

4 Conclusion

In this paper. we have proposed u procedural semantics for DCWA and shown thar it 1= complete and sound.
The basic idea of our top-dewn procednre is to incorporate default negatinn into traditional SLI-resolution. Our
procedure has been implemented in Prolog by Peter Baumgartiner of Koblenz University, It should be pointed out
tkat the disjunciive datebase can also be preprocessed by the [ixpoint transformasion Lz introduced in Ref. [8], T4
transforms esch disjunctive deductive database I’ into a negative database Lfi(F) (i.e. without atoms in bodies of
the rules of i*). Thos the given disjunctive database can be optimized before it is evaluated by SLIN-resolution,
For limitation of space, we shall not discuss this issue in detzil. We are also working on providing such a top-down
procedure for WFDH in Ref, [8] and the credulous semantics in Ref. [ 10].
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