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Abstract ; The need to monitor the health of the glohal Internet has now became crucial. In this paper, an
object-oriented model for network performance monitoring is discussed. which is adopted in the management of
China Education & Research Network, a national information network of China. The current state of the net-
work performance management model is discussed first, which is helpful in formulating the serting of goals and
requirements which a large-scale performance monitoring model must meet. Then an architecture golution to sys-
tematize the implementation of Interner monitoring and how it attemnpts to address these goals and requiremens
are presented. Finally some examples about how ta use this architecture model in real-life network monitoring
are given.
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Historically, the Internet has been woefully under-measured and under-instrumented. The problem is only
getting worse with the network’s ever-increasing size. Consequently, the need ro monitor the health of the global
Internet has now become ctucial, Several research efforts are tackling this problem by working on developing mea-
surement models for small groups of sites, such as IPMAD, Surveyor(?; Felix™!; NIMI™. In this paper, we ad-
dress and discuss an object-oriented model for network performance monitoring. We named our model here as CP-
MM (CERNET performance monitoring model) because it is used in CERNET performance monitoring system, a
web-based network management systemn, CERNET (China education &. research network) is a nation-wide infor-
mation network composed of thousands of routers and hosts. The performance monitoring of such a huge and her-
erogeneous system is a very important and hard work. To automate the task of CERNET’s performance moniror-
ing, we designed and implemented an application based on CPMM model.

The key difference berween CPMM and models mentioned above s that the foremost goal of CPMM is to de-
vise an infrastructure capable of monitoring a very large network by high-level automation.

CPMM is required to cover the following needs;

{1) Problem-oriented monitoring. That is, CPMM must be able o lorate a specific performance problem
quickly and accurately, Suppose that a user called up with a complaint. A netwark administrator must get some

idea of possible sources of the problem quickly to give proper reply. To achieve this, the adminisirator should be
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able to order the monitoring of specifie network resources at a high level of detail in order to ferret our the prob-
lem,

(2) General monitoring. To seek and forecast performance problems of the network in an active way, so that
problems can be found out and solved before users complain,

{3) Historical analysis of trends and resource usage. 1t is desirable to be able to perform statistical analysis of
various performance data over some period of time.

(4) Independent of the realization of management information collection. According 1o the specific condition,
we have to employ a variety of metheds to collect state information. For example, to & Cisco router with 108 11.
3, we can gather detailed rraffic information by netflow mechanism, but sometimes to reduce the device's load,

such as a backbone router, we may have to use Tepdump to capture data.
1 Current State of the Netwoark Performance Monitoring Model

Model for network management enables the designers to discuss management functions at a high level of ab-
straction and guide the design of management protocols and services. During the last decade people recognized the
need for network performance management and developed madels™ 1 1o guide the design of network management
services, protocols, and systems. Following are some of them.

150

The 180) management madel is defined in the ‘Management Framework’ " and the ‘Systems Management
Overview” standards. As compared to other network management models, the 180 model received most attention
withir the research community.

Ty

The management model™' of the 1'TU-T is known as the *Telecommunicarions Management Network’
{TMN}. The name of this architecture already indicates that this architecture is primarily intended for manage-
ment af telecommunications (e. g. telephany) nerwarks. TMN in fact consists of multiple smaller architectures:

+ a functional architecture

+ a physical architecture

+ an informarian architecture, which includes many idess of 180 management

» a logical layered architecture, which includes a responsibility model.

IETF

1a 1988 the “Sinple Network Management Protocol’ (SNMPY®* was defined by the 1ETF to meet the imme-
diste management needs of the Internet. As opposed to the 1SO and ITU-T the IETF did not define a separate
model standard to describe the concepts behind SNMI’. The reason for this is that these concepts resembled those
diready described in drafts of the OSI Management Framewerk and were considered to be obvious. In 1992 the I-
ETF started the development of a second version of SNMP (SNMPv23%1. Although the concepts behind SNMPv2
are more difficult to understand and so should be defined in a separate standard, such a definition has not been pro-
duced.

Although these models proved their applicability in many cases, they still suffer from a number of problems.
All current management models, notably the ISO, ITU-T (the former CCITT) and the IETF models, have been
developed after the design of the normal network functions is completed. Also such approach indicates a specific
soneeptual view on the role of management functions they did not apply different architectural concepts for the de-
sign of management functions. Thus implementers may not always obtain a sufficient understanding of these stan-
dards.

There are still several research efforts from non-standardized organizations that are tackling this problem by
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working on developing measurement models. However these models either were designed mainly tor small groups
of sites, such as IPMALC; Surveyord; Felix'®!, or considered little about automatic addressing of performance

problem (NIMI™*) thus are unsuitable for the overall Internet monitoring.
2 Overview of the CPMM Model

CPMM is an objeet-oriented model. It defines the “managed objects” representing the resources to be moni-
tured, defines “history data” ohjects encapsulating the processing of history data related to “managed ohiects”, de-
fines “data formatting” objects performing data formatting 1asks, defines “threshold” ohjects supporting passive
monitoring and the information exchanging mechanism related to objects. Commenly, network management sys-
tem worke in C/S mode with a manager running on the management server and agents running on devices and mon-
itoring stations, The manager sends messages to manipulate agents. Agents notify the manager of various events
that cccur within agents or that agents detect. In CPMM., between manager and agents, we defined “manzged ob-
jeers™ which represent agents and deputize the information exchange between maneger and agents. This scenario is
depicted in Fig. 1.

This section gives an overview of the objects, the relationships be-

tween the ohjects, and the behavior of the ohjeets in the model. There

\ i e Ohject are many detaile and options that are not described ir this article due to

< space limitations.

LN
Managed Object

At the most elementary level performance monitoring ultimataly

4

Fig. | Architecture of CPMM depends on measuring information about resources that are either with

in agents or that agents moniter. We call each agent a managed object
and defline a class called managed object class. A managed abject class is a collection of performance measurements
and relative methods such as data collection method and data retrieval method that are used 1o monitor agents. The
managed object class defines methods m ger data from agents and methods 1o put formatied data to server. By
these methods, the server can manipulate agents just as they are the same. There are a variety of performance
measurements to describe network devices” performance. However any given piece of equipment may only be able
w provide certain part of these measurements. In fact, in general only some of these measurements will make
sense when monitoring certain types of resources. For example, it does net mzke sense 1o try to collect laser bias
current measurements on a non-optical link. For each type of resource heing monitored , there are various measure-
ments that are applicable. Each type of cquipment may well have a distinct set of measurements that apply only to
that type of resource, Furtherimore, for different agents we may employ different data collecrion methods, such as._
SNMP., Tepdump. Tel and se forth.

‘The need to collect qitferent informatian for different rescurces and to colleet data using different methods for
different agents asks us to define managed object class as a virtual class and derive subclasses from managed object
class for diffcrent agents. Fach subclass corresponds 1o the type of resource being momnitored. The subclasses de-
fine the particular se1 of measurements that are applicable tc a particular type of resource. In fact, the managed
object class will usually not be instantiated ; only its subclasses will be instantiated. In this article. we will use the
term “managed object” generically ta refer ta the managed object class or any of its subclasses. since all the sub-
classes behave essentially the same.

For each monitored resource if there is ¢ managed object instance, it specifies the varicus meesurements that
are to be callecred about the monitored resource. The various measurements zre represented as attributes m the

managed cbject instance and can be accessed via data retrieval methods of managed object.
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Generally, there are anly two types of performance measurements: gauge and counter. Either geuge or
counter is only an integer.

Although the dara structure of performance measurements is very simple, the measurements are often titne-re-
lated, The counters give the number of events that occur within a time interval, and they are reset at the end of
cach interval. Tt is also applicable for gauges. Se a measurement in a managed object represents a group of data
collected over a long time instead of a single integer. We use another abject to deal with the data management of
measuremernt.

History Data Object

Generally, we need not only the current state data 10 evaluate agents’ performance, but alsa the history data
over a certain interval. To support data logging function, we define history data class. The histery data class in-
cludes the database of the performance measurement to be logged and the methods to access the database.

Prohlems concerned with data logging are disk usage and access speed. A large scale network like CERNET
may contain thonsands of agents. An agent may have dozens of measurements valuable to resource moenitoring.
And commonly we need ta keep the logging data for a long time ., maybe several months or even several years, In
fact, if we could we would like to keep some measuremenss forever, for example, traftic data. However. keeping
history data for a large number of measurements over a long time will challenge greatiy our storage capacity and
database accessing rechnology.

To avoid the bad periormance of the network management system itself, we define a policy for data manage-
ment. The database of a history data object contains several tables. Different tables represent different sampling
mtervals. The row number of each table 1s fixed, therefore the maximum size of the database is a constant. When
the size of a tables is fixed, the longer its sampling interval, the longer its coverage. Thus different tables present
different coverages. For example, a database has 4 tables. The table with a sampling interval of 5 minutes contains
the data of the current day, while the table with a sampling interval of half an hour contains the data of the current
week. By this way, we can compress the history data greatly. For example, we deline the maximum row number
of a table as 1000, then a table with sampling interval of 24 hours can keep the measurement over 2 years. This
palicy is reascnable becauss when we are vonsider & performance measurement such as traffic over a period, we are
mainly concerned with its varying trend rather than accurate values, So to track a year’s vralfic, 24 hours sampling
is enough. One thing must be addressed here: a sample of some interval is not the inszantaneous values at some
point but the average of the values at the ends of the ntervals.

Data Formatting Object

We have introduced the mechanism of collection and storage of performance data in CPMM. However, a com-
plete performance monitoring model must also deal with how the data are formatted for different usages. To he
clear and function independent, we define a set of ohjects to provide the capability of information farmat. These
objects are called “formarter”. The function of a formatrer is to scan a set of history data ohijects and formats infor-
mation under some rule and then forward the result to any appliestion calling them. The parameter of the format-
ter is the set of objects to be scanned.

We define the following formatters in CPMM .

{17 BasicFormatter. Defining basic fixed scenning behavior. It collects iniormation from all objects scanned.

(2) StatisticFormatter: A subclass of BasicFormatter. It provides a calculation to be performed across the
scanned managed objects.

(3} MeanFormatter: A subclass of StatisticFormatter that computes the mean values of one or mare attributes
across the set of scanned managed object instances.

(4) VarianceFormatter. A subclass of StatisticFormatter that computes the variance of one or more attribates
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across the set of scanned managed object instances.

(5) Min-maxFormatter: A subclass of StatisticFormatter that computes the minimum and maximum values of
one or more attributes across the set of scanned managed object instances.

(6) ReportFormatter; A subclass of BasicFormatter. It provides a mechanism for efficient packaging of the
scanning report and also permits reports to be initiated on demand.

New formatter can be defined conveniently by deriving a subclass of any formatter described above.

Threshold Control Object

Besides general performance snalyzing functions, in many cases it is desirable 10 notify the administrator im-
mediately when some event occurs. If there is a catastrophic network failure 2t 3: 00 p. m. , the administrator prob-
ably does not want o wait uniil 5;00 p. m. 1c find our about it, Spontaneous reporting is accomplished using a
clags called *threshald”. Threshold obiects contain the thresholds and hysteresis levels associated with the mea-
surements of managed objects. If a counter or gauge in the managed object passes a threshold, a natification is is-
sued. This notification may be sent to an active window ol network mounitor ox stored in a log database as a perfor-
mance spontaneous event record, or both.

The managed object instances and threshold object instances are related by a pointer from the managed object
instances 10 the threshold data instances. This relationship is used instead of containment to allow for different
ways of using thresholds, It is sometimes desirable 16 have one set of thresholds apply 1o many resources of the
same type. In other cases, it may be desirable to set up specific threshaolds for an individual resource. This may oc-
cur, for example, if the administrator is attempting to trace a problem on an individual circuit. The pointer rela-
tionship allows this flexibility.

Other Objects

To build a complete performance monitor model we still need some other vbjects. In many cases, an event
won’t be processed at ance. Only a few of the events will be given resl-time response according 10 some event filter
rules. Other events will be logged and may be viewed later when same problems are analyzed. A log object is up 10
event logging function and providing log access.

The result of performance monitoring is ultimately provided in the form of performance monitoring repotr.
There are commonly two types of performance monitoring report; graph and table. A variety of reporter cbjects
are needed to generate performance monitoring report. A virtual class “Reporter” is defined 1o describe the com-
mon interface of reporter objcets. Each type reperter objects, such as a bar. a pie, a line or a plain table, is de-
rived from a certain subclass of “Reporter”.

The Performance Monitor Session

The performance monitoring is done by exchanging information between manager and managed objects. We
call the process of information exchanging a session. Because to different objects and in different cases the informa-
tion exchanged between manager and managed objects may be of great difference, we define 16 types of sessions.

(1) New: Allows the manager 10 activate a managed object instance.

(2) Deletz, Allows the manager to deactivate a managed object instance.

(3) Retrieve: Allows the manager to read the performance data in a managed object instance.

{4} Initialize : Initializes the measurements in a managed object.

(5) Threshold Edit: Allaws the manager ta set or retrieve threshold settings.

(6) Threshold Control; Allows the manager to define or reconfigure which thresholés apply to which moni-
tored resources.

(7) Data-ccllection on: Allows the manager 10 enable the periodic datz collection of performance measure-

ments.

© HEFRES AT http:/ www. jos. org. cn



gL F.—AEETRE Internet 4 g WX HER 23

(8) Data-collection off: Allows the manager to suppress the periodic data collection of performance measure-
ments.

(9) Data collection control: Allows the manager to configure the contents and schedule of data collection.

(10) Data formatting: Allows the manager to request a data formatting on demand.

(11) Statistical data formatting: Allows the manager to request a statistical formatting.

(12) Event notify: The object sends spontaneous notifications to the manager.

(13) New log: Allows the manager to create new logs.

(14) Delete log: Allows the manager to delete old logs.

(15) Logging control: Allows the manager to activate or deactivate a log or change the parameters controlling
the log.

(16) Log retrieval: Allows the manager to read the contents of the log directly.

3 Examples of Using the Model in CERNET Performance Monitoring

Monitoring

In order to give some ideas about the power and flexibility of the model, several examples are presented that
show how the model may be tailored to fit specific needs.

Data Collection

The basic function of performance monitoring is to collect the state information of the monitored network. We
use' managed objects to represent network management agents. A managed object is an instance of a subclass of
“managed object class”. To get periodic state data, the manager enables the periodic data collection of performance
measurements of managed objects, which support the scheduled data collection function, by session “data collec-
tion on”. The managed objects would begin to collect the data using proper method defined by the corresponding
managed object subclass. For each measurement to be monitored, a history data object is created.

Data Formatting and Report Generation

To be convenient for performance analyzing, the “raw data” must be formatted to suit all kinds of analyzing
requirements. The formatter object instance then comes into play. It scans the logging data looking for all the
records that meet certain criteria, such as having a specific time stamp. From each of the records that meet the se-
lection criteria, it retrieves a given set of attributes. The set of attributes to be retrieved is part of the formatter
configuration information. This information is then formatted into a report. The formatter report is issued as a no-

tification and will be forwarded to the waiting manager. This scenario is depicted in Fig. 2.

e S R =

Raw data \[ Formatter T
. e | @ ‘&L—‘_‘“
: e
Formatted data
\.rT;umgLr"1

Fig. 2 Data fc:rnmllmg

Fig.3 Report generation
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The formatted data are served as the input of performance reporter. A performance reporrer is an instance of
report subclass. The reporter eats a set of formatred data and generates curves, bars, pies or tables.

Events Monitoring

The manager enables agents’ threshuld control function by “threshold control” session. Agents notify the
manager whenever u significant degradation of performance is detected by session "event notify”. The threshold

dala object is required when agents” threshold control is enabled. This scenario is depicted in Fig. 4.

m In this scenario, the managed object instances arc created by the
o manager. For each of the resources being monitored, the manager
f\&) would instantiate an appropriate managed object. The instances of man-
TN M . .
t,. ) Managed )y | Thoeshold | aged object represent the resource. The managed ohject selects the op-
chject , settings . ’
— rions such as the performance summary interval and set of counters and
), e e 3
gauges that it is willing to monitor.
Manager | ! . .
Rebians The managed object instances would point to cne or more threshold

ig. i rformanc , . " .
Fig. 4 Reporting of performance events data objects that define the conditions causing the performance events to

be issued. The manager can zlter the threshold settings by “threshold contral” session. If we creare znd properly
configure the log objects, each of these notifications will be converted into performance events and stored into the
log. A “logging control” session is needed in this case if the manager needs to he able to change any log configura-

tion information.

4 Strengths and Weaknesses of the Model

This model covers almost all of the key aspects in building & network performance manegement system. It is
powerful. However it is not perfect.

The most cutstarding feature of onr model] is its scalability which is fatal to the generic performance manage-
ment medel. A generic model should work across different technologies, including yet-to be-developed technolo-
gies. It is obviously not possible 1o specify the attributes to be kept for an undizcovered technology. It is not even
possible to specify the attributes for all the existing techrologies, The best that can be done is to make the model
extensible enough to cover new types of measurements. We use object-oriented method 1o do this. When new tech-
nolugies are standardized . we can define new subclasses of managed objcet class that contain the attributes appro
priate for monitoring the resources associated with the new technology. The primary drawback of this approach is
that it may lead to a combinatorial explosion of managed object subclasses, This can lead to difficulties in interop-
erability since one systern may not be familiar with the other system’s curren: data subclasses. Furthermore, the
approach of creating new subclasses of managed object for new technologies can be expected 1o be administratively

cumbersome.
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