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Abstract: In order to specify the behaviors of structure-complex Petri nets, the concept of synchronous composition 
is extended and a method is presented, with which a given structure-complex Petri net can be obtained through the 
synchronous composition of a set of structure-simple Petri nets, namely S-nets. Firstly, the language characters of 
S-nets are analyzed with details and the methods to obtain their language expressions are presented. With the 
synchronous intersection operation of Petri net languages, the language relationships between the structure-complex 
Petri net and the set of S-nets can be expressed. Based on these works, an algorithm to specify the behaviors of Petri 
nets especially structure-complex systems is obtained. 
Key words: Petri net; S-net; Petri net language; synchronous composition; synchronous intersection 

摘  要：首先分析了一类结构简单的 Petri 网−−S-网的语言性质,得到了它们的行为描述方法.拓展了 Petri 网同

步合成的概念,证明了给定一个结构复杂的 Petri 网都可通过一组 S-网的同步合成运算而得到,并给出了相应的

求解算法.引入语言的同步交运算,分析了结构复杂的 Petri 网与其同步合成子网之间的行为关系,给出了结构复

杂 Petri 网的行为描述算法,为利用网语言分析实际系统的行为特征提供了可靠的理论依据和方法. 

关键词：Petri 网;S-网;Petri 网语言;同步合成;同步交 
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1   Introduction 

As models of modeling and analyzing physical systems, Petri nets have shown their abilities to deal with 
concurrency and conflict. Petri net language, the method to specify the behaviors of a net system itself, has attracted 
more attention since the late seventies[1~8], because it is powerful for describing the dynamical behaviors of the net 
system among the analysis methods in net theory. Four different types of Petri net languages, named L-type, G-type, 
T-type and P-type, are defined based on the difference of the set of reachable states[2]. Hack[2] analyzes the 
computing ability and proves that the computing ability of Petri nets extended with prohibit arcs is equal to Turing 
machine. Garg[4] introduces the concept of concurrent regular expression and proves that the computing ability of 
this kind of expression is equal to Petri net. Wu[5] presents the relationships between Petri net language and the 
formal language. A set of necessary and sufficient conditions for determining a Petri net language to be a regular 
language, context-free language or a context-sensitive language is given[5]. The determining conditions are obtained 
by transforming the Pumping Lemma in formal language theory into the structured properties of the standard Petri 
net corresponding to a given Petri net. Recently, Jiang and Lu[6] analyze the properties of concurrent systems based 
on Petri net languages. Two language characterizations for weak liveness (free-deadlock) and liveness of Petri nets 
are given[6]. In order to analyze the behaviors during the decomposition and composition of Petri nets, Zeng and Wu 
introduce the concept of synchronous intersection operation of Petri net languages[7].  

Given a Petri net model of a physical system, if its language expression can be obtained easily, it is convenient 
to model and analyze the properties of the physical system[12~15]. However, it is not easy to obtain the language 
expression of a given Petri net, especially a structure-complex net. Traditionally, in order to overcome this 
difficulty, some solutions including decomposition, reduction, composition and net operation are introduced by 
many researchers[9~12]. Kwang[9] gives several generalized reduction methods of Petri nets and Suzuki[10] presents a 
method for stepwise refinement and abstraction of Petri net. Recently, Zeng and Wu give a decomposition method 
of structure-complex Petri net based on the index of places[11], and obtain a method to analyze the behaviors of 
structure-complex Petri nets[12].  

Another method for property analysis of structure-complex Petri nets is the composition of structure-simple 
Petri nets. Jiang[13,14] gives the concept of synchronous composition of Petri nets and analyzes the sate and behavior 
properties during the process of composition, and some conditions to keep states and behaviors invariant are 
obtained[13~15]. The operation of synchronous composition of Petri nets plays an important role in property analysis 
of systems. Jiang[13,14] has presented many theoretical results about the synchronous composition of Petri nets. Some 
conditions to keep the behaviors invariant completely are obtained in Refs.[13,14], and the process characters are 
analyzed in Ref.[15] for the synchronous composition of Petri nets. All the obtained results about synchronous 
composition of Petri nets are only between two nets. In the real physical system modeling and analysis with Petri 
net, it is necessary to obtain a structure-complex Petri net by the synchronous composition of more than two nets. In 
the previous work[13~15], how to find the Petri nets to compose a given Petri net from synchronous composition is 
not given. 

In this paper, the concept of synchronous composition is extended to more than two Petri nets and it is proved 
that any structure-complex Petri net can be composed from the synchronous composition of a set of structure-simple 
Petri nets such that |•t|≤1 and |t •|≤1. The language characters of these structure-simple nets are analyzed with details, 
by which the method to specify their languages is presented. The relationships of the languages during the 
synchronous composition are expressed with the synchronous intersection operation of languages. Finally, an 
algorithm to describe the behavior of Petri net, especially a structure-complex net, is obtained, which is a benefit for 
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the modeling and analysis of physical systems based on Petri net languages. 
This paper is organized as follows. Section 2 presents the basic notations of the Petri net languages. Section 3 

analyzes the languages of a set of structure-simple Petri nets in which |•t|≤1 and |t •|≤1 hold for all transitions. 
Section 4 extends the concept of synchronous composition and introduces the concept of synchronous intersection 
operation of languages. Then, how to find the S-nets to compose a structure-complex Petri net with synchronous 
composition, and the language relationships during the process of composition are given in Section 5. Based on the 
relationships, an algorithm to obtain the language expression of a Petri net is represented in this section. Section 6 
gives an example and Section 7 concludes the whole paper. 

2   Basic Concepts and Notations 

It is assumed that readers are familiar with the basic concepts of Petri net[1,2]. Some of the essential 
terminology and notations about the Petri net languages used in this paper are presented as follows. 

In the theory of Petri net languages, four different types of languages named, L-type, G-type, T-type and 
P-type, are defined based on the difference of the set of reachable states[2]. Depending on the choice of transition 
labeling (free, λ -free, arbitrary), each type is divided into three classes. We use free L-type language as an 
example in the following discussions and the reachable states set are defined as:  

0( ) ( , ( ) 0T e T f eQ R M M Q p P P M p⊆ ∧ ∀ ∈ ∀ ∈ − =:

fP P⊆

) , where M0 is the initial marking, P is the place set of a given 

Petri net, and  is an appointed place set.  
Now we present the formal definition of the language. 
Definition 2.1. Let 0( , ; , )P T F MΣ =  be a Petri net, , fP P⊆ ( )L Σ is the language of  iff  

. P

Σ ( ) { |L Σ σ σ= ∈
*

0[ (T M M pσ∧ > ∧ ∀ =, ( )e f eP P M p∈ − 0)} f is namely the end place set of Σ .  

In the following of this paper, a Petri net is denoted directly as 0( , ; , , )fP T F M PΣ =  where  is the end 
place set. In practice, the end place set can be decided by the sates of the real systems. 

fP

The common language operations include “ • ” (connection) operation, “+” (choice) operation, “*” 
(Kleen-closure) operation, “||” (parallel) operation. Now we introduce the concepts of “||” and “α -closure” 
operation. See others in Ref.[10].  

Definition 2.2[2]. The parallel operation (||) on the alphabet Ω  is formally defined as follows.  
(1) for all , a∈Ω || || { }a a aε ε= = , where ε  is the empty word of Ω . 

(2) for all  and all , ,a b∈Ω *
1 2,σ σ ∈Ω 1 2 1 2 1|| ( || ) ( || )a b a b b a 2σ σ σ σ σ• • = • • ∪ • • σ . 

Let  be the language of Petri net ( )iL Σ 0( , ; , , )i i i i i fiP T F M PΣ = ( i {1,2}∈ ). The operation || to languages  

and  is defined as
1( )L Σ

2 )(L Σ 1 2( ) || ( ) {L L 1 2 1 1 2|| | ( ), (L 2 )}LΣ Σ σ σ σ Σ σ= ∈ Σ∈ .  

Based on Definition 2.2, 1 2 1 2|| { || | , }L L Lσ σ σ σ= ∈ , denoted as (2) || ,L L L= and is defined as 

.  

( )nL
( ) ( 1)|| ( 2)n nL L L n−= ≥

Definition 2.3[4]. The α -closure of language L  is defined as ( )

0,1,...

i

i
L Lα

=
= ∪ , where . ( ) ( 1)|| ( 2)i iL L L i−= ≥

Example. { }L a b c= • • , then  

{ | ( ),#( , ) #( , ) #( , ) #( , ) #( , ) #( , )}L w s Pref w a s b s c s a w b w c wα = ∀ ∈ ≥ ≥ ∧ = =
#( , )a w a w

, where  is the prefix of  
and  is the number of occurring in . 

( )Pref w w

3   Behavior Descriptions of Structure-Simple Petri Nets 

In this section, we analyze the languages of a set of structure-simple Petri nets named as S-net[1] at first, and 
the methods to specify the behaviors of this kind of Petri nets are presented. 

Definition 3.1[1]. ( , ; )N P T F=  is called an S-net if | | 1t• ≤  and | | 1t• ≤  for any transition .  t T∈
Definition 3.2. Let ( , ; )N P T F=  be a net. A transition t T∈ is called a primitive transition of N  if 
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| | 0t• = ; a transition is called a terminal transition of t T∈ N if | | 0t• = . 
, )fPΣ

N

Σ = N

p P
q

∈

= ∑ m (L

(L

Σ =

( )L Σ =

p
(L

Σ =

| m

Σ ′

( ,Σ =

( ) 0M p =

L
, fQ

}

t Σ ∃

δ δ← ∪

( t′∈ ∧

}sp

)

L
)

n

0( , ; ,P T F M= is a Petri net, and N  is  the underlying net of Σ . If a transition is the primitive 

(terminal) transition of

t T∈

, we also say that transition  is the primitive (terminal) transition of . t Σ
Definition 3.3[1]. An S-net is said to be an S-graph, if there are no primitive transitions and no terminal 

transitions in this net. 
We will pay more attention to S-net than to S-graph in this section, and S-net is regarded as structure-simple 

net. Next, we will analyze their language characters in order to obtain their language expressions.  
Theorem 3.1[1]. 0( , ; , , )fP T F M P  is a net system, where ( , ; )P T F=  is an S-graph. If |  and 

( ), 

|P m=

0 ( )M p q ≤ )Σ  is a regular expression produced by a finite automaton with  states.  q
mC

Example 3.1. A Petri net 1Σ  is shown in Fig.1, where  is 
the end place, and 

4p

1Σ can be produced by the automaton 
shown in the right of Fig.1. The state marks of the automaton are 
ignored. With Theorem 3.1, 1 2 4 5 2( )( )L t t t t ∗=Σ . 

t2 
 

p4         p5 
t4             t2         t4 
p7      

    t5 
       t5  

Fig.1   A Petri net 1Σ  and the automaton

)

 
Theorem 3.2. 0( , ; , , )fP T F M P is a net system, where the 

underlying net of Σ is an S-net with some terminal transitions, 
then there exists another S-net Σ ′  without any terminal 
transitions holding ( )L Σ ′ . 

Proof.  Construct another Petri net Σ ′  with adding a new place  to ep Σ , and add arcs from all the 
terminal transitions to . It is not difficult to prove that the underlying net of  is an S-graph, 
and .  

e Σ ′
) ( )LΣ Σ ′=

Corollary 3.1. 0( , ; , , )fP T F M P is a net system, where the underlying net of  is an S-net without 

primitive transitions but with some terminal transitions. If 

Σ

|P =  and 0 ( )
p P

q M
∈

= p∑  ( q ), L(Σ) is a regular 

expression produced by a finite automaton with  states. 

m≤

1
q
mC +

Theorem 3.2 indicates that an S-net Σ with some terminal transitions can be transformed into another S-net 
 without terminal transitions, and ( ) ( )L LΣ Σ ′= . In the following discussions, it is supposed that all the S-nets 

are without terminal transitions. 
Theorem 3.3. 0; , , )fP T F M P is a net system, where the underlying net of Σ  is an S-net holding 
(1) there is one and only one primitive transition in it; and 
(2) , , p P∀ ∈ 0

( )Σ  is an α -closure of a regular expression.  
Proof. Construct a finite automaton 0( , , , )FSM Q qΓ δ= , where  

(1) Γ=T; 
(2) { sQ P p= ∪ ;  
(3) δ←∅, then use the following steps to obtain δ . 
 If transition  is not a primitive transition of  and 1 2 1 2( , ) (( , ) ( , )p p P p t F t p F∈ ∧ ∈ ∧ ∈ , then 

1{( , , )p t p2 } . 
)

If transition  is a primitive transition of  and ( )t Σ ( , )p P p F′∃ ∈ , then {( , , )}sp t pδ δ ′← ∪ ; )
(4) 0 sq p= ; 
(5) . {f fQ P= ∪

The language accepted by  is denoted asFSM (L FSM . Now we prove that ( ) ( )L L FSM αΣ = . 

First, we prove that ( ) ( )L FSM αΣ ⊆ . 
For all (Lσ Σ∈ , because Σ  has no initial marks, there must be a primitive transition  fired with finite 

times. So, a finite number of tokens of , supposing the number is , move into the output places of , and then 
t

Σ t
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forward, and finally reach the set of the end places . Let fP 1 2, ,..., nσ σ σ  trace token . Thus, 1,2,...,n

1 2|| || ... || nσ σ σ σ= . It is obvious that each jσ ( {1,2,..., }j n∈ ) can be accepted by , therefore, FSM

1 2|| || ... || (n L F )SM ασ σ σ ∈ . So ( )L FSM ασ ∈

) ( )M Lα Σ⊆

. 

(

)(L FSM ασ∀ ∈ 1 2|| || ... ||σ σ= ( )j L FSMσ∀ ∈ {1,2,..., }j n∈

t Σ t
fP j )σ 1 2|| || ... || nσ σ σ σ=

n ( )Σ

( ) (L LΣ = ( )L Σ

Aα A FSM

2{ }fP p=

FSM
( )L L *

3 1 2 3 2( ( ) )t t t t(FS α α

0; , , )

Σ

fF M PΣ =

Σ

( ) 0M p ≠

2

p P∃ ∈ 0

1( ) ||L L LαΣ = j ,2j =

0; , , )fP T F M PΣ = 1Σ 2Σ 1 0; , ,F M 1( ,P T

01: (p P M∀ ∈ ) 0p = 02, {}, , , }fM psT PΣ = ∪ ∪

{ }sp P p∀ ∈ ∪ 0 ( ),
02 ( ) s

s

p p p
p p
≠
=

1( ) ( ) || (L L

M p


= 


Σ Σ= 2( )Σ

1( )L Σ α

3Σ

3Σ ′

3 3( ) ( )L LΣ Σ= 3′|| ( )L Σ′ ′ sp

3 1( ) 5 1( ) .L t t t ∗Σ ′ = 3t 3 3(L t( )′′ = +

3 3( ) || 3 1 5 1( ) || (t t t 3 5 1)t t( )L L αΣ Σ Σ ′= = ∗ ∗+

Then, we prove that . L FS

, then nσ σ  and  ( ), jσ  can be traced by firing 
one primitive transition  in , and the tokens produced by transition  move to the output places and finally 
reach the set of the end places , so (L Σ∈ . Therefore  traces the behaviors of firing 

primitive transition and the tokens produced move into the end place set with  times, so Lσ ∈ . 

Based on the above proof, )FSM α . It is also said that  can be described by an expression 

like , where  is a regular expression accepted by the finite automaton .  
Example 3.2.  The net system shown on the left of Fig.2 

holds the conditions of Theorem 3.3, and the end place set 
. Based on the proof of Theorem 3.3, construct an 

automation shown on the right of Fig.2. It is easy to 
prove that )M= = . 

 
 
 
 
 
 
 

t1 

t2 

t3 

t1

p1
t2 t3

p1

Fig.2   A Petri net 2Σ  and the automaton FSM  Fig.2  A Petri net Σ2 and automaton FSM 

Theorem 3.4. ( ,P T is a net system, where 

the underlying net of  is an S-net such that 
(1) There is one and only one primitive transition in it; and 
(2) , , 

, where L ( 1 ) is a regular expression. 

Proof.  Based on ( , , we construct two nets  and , where )fPΣ = such 

that , and 2 ( { sP p F′ such that F′=F∪{(ps,t)|t∈T∧•t=∅}; and 

, 
0,
M

. 

It is easy to know that 2 )L Σ . With Theorem 3.1, L  is a regular expression. With Theorem 
3.3, is an -closure of a regular expression. 

Example 3.3. A Petri net , holding the conditions of Theorem 3.4, is shown on the left of Fig.3, where  
is the end place. With Theorem 3.4, and  are constructed as shown on the right of Fig.3. It is obvious 
that . The place

6p

3Σ ′
 in 3Σ ′  with wide edge is added newly, thus 3Σ ′  is an S-net. It is easily to 

obtain that 3Σ ′  has a primitive transition  but has no initial markings, so *
3 5 1( )t t )t αΣ . 

So, 3( ) ( )L t t′ ′ . 
            t1                                   t1                    t1

   
 
   p1          p1          ps  p1  

t3                t3  t3 

 
p6                         p6    p6 

            t5       t5        t5 
   3Σ          3Σ ′     3Σ ′′  
Fig.3   Petri nets Σ , Σ ′  and Σ ′′  3 3 3Fig.3  Petri nets Σ3, Σ′3 and Σ″3 

 
 
 
 
 
 
 
 
 
 
Remarks. Theorems 3.3 and 3.4 discuss the behaviors of the net systems with one and only one primitive 

transition. Given an S-net system with more than one primitive transitions, we can transform it into some systems 
with one and only one primitive transition and obtain its language expression based on the transformations with the 
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following methods. 
Let 0( , ; , , )fP T F M PΣ =  be a net system, in which 1 2, ,..., kt t t T∃ ∈  are primitive transitions and , 2k ≥

Case (1). If ,p P∀ ∈ 0 ( ) 0M p = , then 1 2( ) ( ) || ( ) || ... || ( )kL L L LΣ Σ Σ Σ= , where 0( , ; , , )i i iP T F M PfΣ =  such 

that  and ({ |i jT T t= − {1,2,...,j∈ } }k j i∧ ≠ (( ) ( ))i i iF F P T T P= ∩ × ∪ × {1,2,..., }i k∈ ). 

Case (2). If ,p P∃ ∈ 0 ( ) 0M p ≠ , then 1( ) ( ) || ( )L L L 2Σ Σ Σ= , where  
(1) is a net system satisfying 1 ( , ; , , )fP T F M PΣ = 01 001: ( )p P M p∀ ∈ = , and 

(2) 2 02( { }, , , , { })s fP p T F M P pΣ s′= ∪ ∪ such that F′=F∪{(ps,t)|t∈T∧•t=∅} and { }sp P p∀ ∈ ∪  such that 

0 ( ),
0,02 ( ) s

s

M p p p
p p
≠

=  =
M p . 

In Case (1),  is transformed into Σ 1 2, ,..., kΣ Σ Σ , each of which has one and only one primitive transition and 
has no initial markings, so the language expression of Σi can be obtained with Theorem 3.3, so  can be 
expressed. In Case (2), 

( )L Σ
Σ  is transformed into holding Case (1), and 1Σ 2Σ  being an S-graph, so can also 

be expressed. 
( )L Σ

Example 3.4. The net system Σ4, with  as the end place set, shown on the left of Fig.4, holds Case 

(1). , and shown on the right of Fig.4 are the systems constructed newly with the method of Case (1). It is 
obvious that  and ( i

2{ }fP p=

43)Σ L
41Σ 42Σ 43Σ

( )4 41 42( ) || ( ) || (L L L LΣ Σ Σ= 4( )iΣ 1,2,3= ) can be obtained based on Theorem 3.3. 

t1            t3           t1                        t3 

 
 
 
 
 
 
 
   4Σ          41Σ               42Σ                   43Σ  

Fig.4    Petri net 4Σ , 41Σ , 42Σ  and 43Σ  

t2

p1
t4 t5

p2

 

p1
t4 t5

p2 

t2

p1
t4 t5

p2

p1
t4 t5 

p2

 
Example 3.5. The net system 5Σ , with  as the end place set, shown on the left of Fig.5 holds Case 

(2). and shown on the right of Fig.5, are the systems constructed newly with the method of Case (2). It is 
obvious that and 

2{ }fP p=

51( )
51Σ 52Σ

5 51( ) ( ) || (L LΣ Σ= 5 )L Σ 2 L Σ can be obtained with the method of Case (1).  is an marked 
S-graph, so its language can be obtained with Theorem 3.1. 

52Σ

       ps 

t1                 t3           t1        t3               t1         t2            t1
      

 
 
 
 
 

         5Σ           51Σ         52Σ   
Fig.5    Petri nets 5Σ , 51Σ  and 52Σ  

t2

p1
t4 t5

p2

t2

p1
t4 t5

p2

 

p1
t4 t5

p2

 

4   Synchronous Composition of Petri Nets 

Definition 4.1[13]. 0( , ; , )i i i i iP T F MΣ = ( ) is a Petri net. If a Petri net {1,2i∈ } 0( , ; , )P T F MΣ =  holds the 
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follows 
(1) P=P1∪P2,P1∩P2=∅; 
(2) T=T1∪T2,T1∩T2=∅; 
(3) ; 1 2F F F= ∪

(4) 01 1
0

02 2

( ),
( )

( ),
M p p P

M p
M p p P

∈
=  ∈

, 

then is the synchronous composition net system of  and Σ 1Σ 2Σ , denoted as 
2

1
T i

i
Σ Σ

=
= Ο . 

The synchronous composition operation of Petri nets plays an important role in the property analysis of real 
physical systems. Jiang[13~15] has analyzed the state invariant and behavior invariant in the process of synchronous 
composition. In Definition 4.1, the operation of synchronous composition is only between two Petri nets. When we 
analyze large-scaled net system, it is necessary to compose more than two net systems, we extend the concept of 
synchronous composition to the case of  nets.  ( 2)k k ≥

Definition 4.2.  ( i ) is a Petri net. If a Petri net0( , ; , , )i i i i i fiP T F M PΣ = 1,...,= k 0( , ; , , )fP T F M PΣ = holds 

(1) , and for all such that 
1

k

i
i

P
=

=UP ,i j i j≠ , then Pi∩Pj=∅; 

(2) T , and for each  there is at least one 
1

k

i
i=

=UT i j  such that Ti∩Tj=∅; 

(3) ; 
1

k

i
i

F F
=

=U

(4) If , ip P∈ 0 0( ) ( )iM p M p= ; 

(5) , 
1

k

f f
i

P P
=

=U i

then is the synchronous composition net of , denoted as Σ 1 2, ,..., kΣ Σ Σ
1

k

T i
i

Σ Σ
=

= Ο . 

It is not difficult to prove that Definition 4.1 is the special case of Definition 4.2. Next, we mainly discuss the 
language relationships between iΣ ( ) and . The structure properties and other behavior properties can 
be analyzed with the same method as Refs.[13,14]. 

1,...,i = k Σ

In order to specify the behaviors of structure-complex Petri nets, the synchronous intersection operation of 
Petri net languages is introduced[7].  

Definition 4.3[7]. Let X  be a finite alphabet and . We define the projection Y X⊆ *:X Y
*X YΓ → →  from 

X  to , for allY Xσ ∗∈ , X YΓ σ→  is the sub-string of σ  with deletion of all (a X )Y∈ −  from σ . 
Definition 4.4[7]. ( )iL Σ is the language of Petri net 0( , ; , , )i i i i i fiP T F M PΣ =  ( i {1,2}∈ ). The synchronous 

intersection language of 1(L )Σ  and  is defined as , where 

.  
2( )L Σ *

1 2( )[] ( ) { | (L L TΣ Σ σ= ∈ )
iT TΓ σ→ ( ), 1,2}iL iΣ∈ =

1T T T= ∪ 2

We also denote 
2

1 2
1

[] ( ) ( )[] ( )i
i

L L LΣ Σ Σ
=

= . 

Similarly, the synchronous intersection language of ( )iL Σ  ( (  and i3)k ≥ {1,2,..., }k∈  can be defined as 

. 
1

1 1
( ) ( [] ( ))[] ( ) [] ( )

k k

i k
i i

L L L LΣ Σ Σ
−

= =
= = iΣ

Theorem 4.1[7]. Let ( )iL Σ be the language of 0( , ; , , )i i i i i fiP T F M PΣ =  ( {1,2i }∈ ). If , then 

. 
1T T= 2

1 2 1( )[] ( ) ( )L L L LΣ Σ Σ= ∩ 2( )Σ

Based on Theorem 4.1, the synchronous intersection operation of languages is different from the intersection 
operation of languages. The intersection operation is a special case of the synchronous intersection operation in 
case T . 1 2T=
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Theorem 4.2. If 0( , ; , , )fP T F M PΣ = is the synchronous composition net of Petri net,  

( i k ), . 

0( , ; , , )i i i i i fiP T F M PΣ =

{1,2,..., }∈
1

[] ( )
k

i
i

L LΣ Σ
=

( ) =

Proof.  We prove the theorem by induction on | |σ . 

(1) If | | 1σ = , then ( i k
,

( )
,i

i
i T T

i

T
T

σ σ
σ Γ σ

ε σ→

∈
= =  ∉

{1,2,..., }∈ ). 

With ( )Lσ ∈ Σ  iff 0 1 1[ fM M M Mσ > ∧ ∈ , and iff 0 1 1( )[ ( ) ( )
i i iP P i P P P P fiM M M MΓ σ Γ Γ→ → →> ∧ ∈ , 

( )i iLσ Σ∈  ( i ). Based on Definition 4.4,{1,2,..∈ ., }k
1

( ) [] (
k

i
i

L L )Σ
=

Σ = . 

(2) Suppose that when | | nσ =  the assertion is correct, where x is an integer. Next, we prove that the assertion 
is also correct when | | n 1σ = + . 

Let tσ σ ′= • ′ , where | | nσ ′ =  and t′  is the ( 1)n th+  element of σ . 
With ( )Lσ Σ∈ iff 0 1 1[ n n fM t M M Mσ + +′ ′• > ∧ ∈ , let 0 1[ [nM M t M nσ +′ ′> > , then 0(n )M R M∈ ; and 

0 1 1[ }n n n ft M M M{ | [Mf nM M Mσ + +′ > ∧ ∈ fi′ ′= > ; {
iP PM M | }n n fM MΓ →′ ′= ∈ {1,2( ,..., }i k∈ ). 

With the supposition, ( )
ii T Tσ σ→′ ′∃ = Γ  and ( )i L iσ Σ′∈ such that  and 

,
( )

,i

i i
i T T

i i

t t T
t T

σ
σ Γ σ

σ→

′ ′ ′• ∈
= =  ′ ′∉

( )i L iσ Σ∈  iff 0 [i i i i fiM M M Mσ ′ ′> ∧ ′ ′∈ ; iff 0 1i i n i ( 1[ n i) fiM M Mσ + M∈ ( )i iL> ∧（ ＋） , σ Σ∈  and ( )Tii Tσ Γ σ→= , 

. {1,2,...,i k∈ }

So, .  
1

( ) [] ( )
k

i
i

L LΣ Σ
=

=

5   Behavior Descriptions of Structure-Complex Petri Nets  

Definition 5.1. Let 0( , ; , , )fP T F M PΣ =  be a Petri net. 0( )M R M∀ ∈ , and . The projection of 1P P⊆ M  on 

, denoted as 1P
1
(P P )MΓ → , is defined as 1Pp∀ ∈ , 

1P P ( )( ) ( )M p M pΓ → = . 

Theorem 5.1. Let 0( , ; , , )fP T F M PΣ =  be a Petri net. There exist a set of S-nets 1 2, ,..., kΣ Σ Σ  ( 2k ) such 

that . 

≥

1

k

T i
i

Σ Σ
=

= Ο

Proof.  Follow these steps to prove this theorem. 
(1) Define a function : {1,2,..., }f P → k  such that 1 2,p p P∀ ∈ , 

1 2 1 2 1 2( ) ( ) ( )p p p p f p f p• • • •∩ ≠ ∅ ∨ ∩ ≠ ∅ → ≠ ( ) . 
(2) Decompose  into Σ 1 2, ,..., kΣ Σ Σ  based on f  defined in (1). Each 0( , ; , , )i i i i i fiP T F M PΣ =  holding 

(2.1) ; { | ( )iP p P f p i= ∈ = }

(2.2) T t{ | , }i iT p P t p p• •= ∈ ∃ ∈ ∈ ∪ ; 
(2.3) ; {( ) ( )}i i i i iF P T T P= × ∪ × ∩ F
(2.4) 0 0ii P PM MΓ →= ; 

(2.5) . f i i fP P P= ∩

(3) Let  ( i ) be the decomposed nets of 0( , ; , , )i i i i i fiP T F M PΣ = {1,2,..., }∈ k Σ  obtained in (2), then for all 

, it is easy to prove that {1,2,..., }i∈ k iΣ  is an S-net. 
(4) Let  ( i0( , ; , , )i i i i i fP T F M PΣ = i k{1,2,..., }∈ ) be the decomposed nets of Σ  obtained in (2), then 

(4.1) For all , {1,2,... },i j k i j∈ ≠ ,
1

,
k

i j i
i

P P P P
=

∩ = ∅ =U . 

(4.2) If , then1k > {1,2,..., }, {1,2,..., },i k j k i j∀ ∈ ∃ ∈ ≠  such that 
1

,
k

i j i
i

T T T T
=

∩ ≠ ∅ =U .  
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Based on Definition 4.2, it is easy to prove that . 
1

k

T i
i

Σ Σ
=

= Ο

Theorem 5.1 indicates that every Petri net especially a structure-complex net is a synchronous composition net 
of a set of S-nets. With the proof process, Algorithm 5.1 gives the method to obtain the S-nets that compose a given 
structure-complex Petri net. 

Algorithm 5.1. 
Input: A Petri net 0( , ; , , )fP T F M PΣ =  
Output: A set of S-nets that compose Σ  
Step 1. Define a function : {1,2,..., }f P → k  such that 1 2,p p P∀ ∈ ,  

1 2 1 2 1 2( ) ( ) ( )p p p p f p f p• • • •∩ ≠ ∅ ∨ ∩ ≠ ∅ → ≠ ( ) . 
Step 2. Decompose intoΣ 1 2, ,..., kΣ Σ Σ  based on f . Every 0( , ; , , )i i i i i fiP T F M PΣ =  holds  

(2.1) ; and { | ( )iP p P f p i= ∈ = }

(2.2) T t{ | , }i iT p P t p p• •= ∈ ∃ ∈ ∈ ∪ ; and 
(2.3) ; and {( ) ( )}i i i i iF P T T P= × ∪ × ∩ F
(2.4) 0 0ii P PM MΓ →= ; and 

(2.5) . f i i fP P P= ∩

Step 3. Output . 1 2, ,..., kΣ Σ Σ
Theorem 5.2. Let 0( , ; , , )fP T F M PΣ =  be a Petri net. There exist a set of S-nets 1 2, ,..., kΣ Σ Σ  ( 2k ) such 

that . 

≥

1
( ) [] ( )

k

i
i

L LΣ Σ
=

=

Proof.  Based on Theorem 5.1, there exist S-net 1 2, ,..., kΣ Σ Σ  ( 2k ) such that ≥
1

k

T i
i

Σ Σ
=

= Ο . With Theorem 

4.2, . 
1

( ) [] ( )
k

i
i

L LΣ Σ
=

=

Theorem 5.2 proves that the language of a given Petri net can be expressed by the synchronous intersection 
operation of the languages of a set of S-nets, which can be obtained by Algorithm 5.1, and which language can be 
obtained with the methods presented in Section 3. So, a method to specify the behaviors of a structure-complex 
Petri net has been obtained. Algorithm 5.2 is presented for the behavior description of a structure-complex Petri net. 

Algorithm 5.2.  
Input: a Petri net 0( , ; , , )fP T F M PΣ =  

Output:  ( )L Σ
Step 1. Obtain the S-nets 1 2, ,..., kΣ Σ Σ with Algorithm 5.1. 
Step 2. For  to  do 1i = k
(1) If  has more than one primitive transitions, then using the methods shown in Cases (1) and (2) to 
transform  into a set of S-nets with one and only one primitive transition add them to the subnets set by 
Step 1, else go to (2).  

iΣ

iΣ

(2) If  is a marked S-graph, obtain the expression iΣ ( )iL Σ  based on Theorem 3.1. And go to (3), else: 
(2.1) If  is an S-net with some terminal transitions, obtain the expression  based on Theorem 

3.2. And go to (3), else: 
iΣ ( )iL Σ

(2.2) If there are no initial markings in iΣ , then obtain the expression ( )iL Σ  based on Theorem 3.3. And 
go to (3), else: 

(2.3) If  such that p P∃ ∈ 0 ( ) 0M p ≠ , then obtain the expression ( )iL Σ  based on Theorem 3.4.  
(3) ; 1i i← +

Step 3.  
1

( ) [] ( ( ))
k

i
i

L LΣ Σ
=

←

Step 4. Output , and end. ( )L Σ
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The termination and correctness of Algorithm 5.2 can be proved by the above analysis. 

6   Examples 

An unbounded Petri net 6Σ  with complex structures is shown in Fig.6. Now we analyze its behaviors and 
present its language expression with the method of this paper. It is supposed that the end place set 
is . With Algorithm 5.1, a function f is defined as: 2 4 6{ , , }fP p p p=

1 6( ) ( ) 1f p f p= = , 2 3( ) ( ) 2f p f p= =  and 4 5 7( ) ( ) ( ) 3f p f p f p= = = . 
It is obvious that f holds the conditions of Step 2 in Algorithm 5.1. Based on f, 6Σ is decomposed into three 

nets ,  and , as shown in Fig.6. 61Σ 62Σ 63Σ
t1                 t2    t1                      t2 

p1         p2  p3      p4   p5  p1                        p4        p5 
 

t3                   t4   t3     t1      t2             t4 
 

p6                    p7          p6             p2           p3               p7   
    
                              t5                t5     t3      t4        t5  
                6Σ        61Σ          62Σ   63Σ  

Fig.6   A Petri net 6Σ  ant its three decomposed nets 61Σ , 62Σ  and 63Σ  
 

There are one primitive transition in , one primitive transition t and one terminal transition in . 
 is an S-graph. 

3t 61Σ 4 2t 62Σ

63Σ
Now, we present the language expressions of the decomposed net systems.  
(1)  is the net system shown in Example 3.3. So 61Σ 61 3 1 5 1 3 3 5 1( ) ( ) ( ) || ( ( ) )L L t t t t t t t αΣ Σ ∗ ∗= Σ = + . 

(2) In 62Σ ,  is the end place and  is a terminal transition. With Theorem 
3.2, 

2p 2t

62Σ  is first transformed into 62Σ ′  shown on the right in Fig.7 with adding a 
new place sp  to the wide edge. 62Σ ′  holds the conditions of Theorem 3.4. With the 

same method of obtaining 3( )L Σ , 62(L 1((t 3 2 1 3 1 4 1 3 2 4 1 3 1) ( ) ) || ( ( ) ( ) )t t t t t t t t t t t t t) αΣ ∗ ∗ ∗= + + ∗ . 

t1                 t2 
 
   p2       p3      ps 

 
 

  t3           t4 
Fig.7   Petri net 62′Σ  

 
(3)  is the net system 63Σ 1Σ  shown in Example 3.1, where  is the end 

place. With Example 3.1, 
4p

63 1 2 4 5 2( ) ( ) ( )L L t t t tΣ Σ ∗= = . 
Based on Theorem 5.2, the expression of  is 6Σ

6 61 62( ) ( )[] ( )[] ( )L L L LΣ Σ Σ Σ= 63 1 5 1 3 3 5 1 1 3 2 1 3 1 4 1 3 2 4 1 3 1 2 4 5 2( ) || ( ( ) ) [](( ) ( ) ) || ( ( ) ( ) ) [] ( )t t t t t t t t t t t t t t t t t t t t t t t t tα α∗ ∗ ∗ ∗ ∗ ∗= + + + ∗ . 

7   Conclusions 

To analyze large-scaled complex physical systems based on Petri net, it becomes difficult because the structure 
is very complex. In order to overcome these difficulties, Jiang[13~15] presents the concept of synchronous 
composition of Petri nets and has conducted some deep research on it. Based on the previous work[13~15], the 
concept of synchronous composition is extended and a method is presented, with which a given Petri net is the 
synchronous composition net of several S-nets. An algorithm to find the S-nets to compose a given Petri net by 
synchronous composition is obtained. Because the structure of S-nets is simple, the language characters of S-nets 
can be analyzed easily and the methods to obtain their language expressions are given. With these results, the 
behavior of a given structure-complex can be expressed based on synchronous composition of Petri nets and 
synchronous intersection of languages. In the last section, a method to obtain the language expression of a 
structure-complex Petri net is obtained, which will benefit for analyzing physical system using Petri net languages. 

The main contributions of this paper include: (1) The behavior description methods for structure-simple nets, 

                                 



 曾庆田:基于同步合成的结构复杂 Petri 网的行为描述 337 

S-nets. (2) A method to obtain the S-nets to compose any given structure-complex net. (3) A method to specify the 
behaviors of a given structure-complex Petri net. 

Compared with the results of Ref.[12], the algorithm to obtain the language expression of a structure-complex 
Petri net is more executive and convenient with the synchronous intersection operation of Petri net languages[7].  

The following works are under way: (1) The relations between the language expression containing synchronous 
intersection and the traditional formal language expression[9]. (2) How to analyze the physical system based on the 
language expression obtained with the method presented in this paper. 
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