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Abstract: In generalized rough set covering reduction theory, it is necessary to find a new measure to knowledge
and rough set because the upper and lower approximations of rough sets are determined by their covering reduction.
In this paper, information entropy is introduced to discuss the rough entropy of knowledge and the roughness of
rough set, based on generalized rough set covering reduction. A new kind of measurement about the roughness of
knowledge and rough set is presented. The conclusion that the rough entropy of knowledge and rough set decreases
monotonously as the generalized rough set covering reduction becomes finer is obtained. This paper presents some
useful exploration about the incomplete information system from information views.
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1 Introduction

Rough set theory, developed in recent years, has made a great progress in knowledge acquisition. The theory is
used in various fields and arouses the attention of scholars all over the world. The classical rough set theory,
however, has its own limitation: a) sensitivity to noises; b) uneasy to be understood in its algebra views; c) lack of
the disposal methods for an incomplete information system.

The variable precision rough set model is applied!"! to handle the first problem. To the second defect, the
relation between knowledge and information is founded and the information representation of concepts and
operations is presented in rough set theory!”. A heuristic reduction algorithm based on mutual information is
presented™. The algebra and information views in rough set theory are discussed systemically™, and the conclusion
is obtained that the reduction from the algebra and information views are equivalent in consistent decision tables,
while the reduction based on the algebra is included in the information view in inconsistent decision tables. The
knowledge reduction algorithm based on rough set and conditional information entropy is presented®. As far as the
third defect, the classical rough sets based on the hypothesis of equivalence relation are not applicable and then the

11 or a similarity relationl”. On this condition, the toleration

equivalence relation is broadened to a toleration relation
classes determined by the toleration relation or the similarity classes by similarity relation do not form one partition
of the universe but one covering of the universe. Consequently, the classical rough set theory is extended to the
generalized rough set theory. On this basis, the covering theory of the generalized rough set is studied deeply™. A
sufficient and necessary condition of the same generalized rough set covering generated by two coverings in one
universe is obtained™. Information entropy is introduced into incomplete information systems!'”, and a kind of new
rough entropy is defined to describe the incomplete information systems and the roughness of rough set.

On these bases, a kind of information entropy is defined in this paper, which is based on the generalized rough
set covering reduction and is used to represent the roughness of knowledge and that of rough set for the incomplete
information systems. The conclusion is obtained that rough entropy decreases monotonously as the covering
reduction becomes finer. Thereby a new kind of measure is presented to the roughness of rough set and knowledge
for the incomplete information system. A rough set method for incomplete information systems is developed. The
bases are also established for knowledge acquisition in an incomplete information system.

The rest of this paper is arranged as follows. In Section 2, the covering theory of the generalized rough sets to
be used in this paper is introduced. The information measure for the roughness of rough set and knowledge based on
the toleration relation is introduced in Section 3, and an example is given to illuminate the defects of this method
for the generalized covering reduction. The main results of this paper are given in Section 4. Section 5 summarizes

this paper and discusses the applications of rough entropy presented.

2 Basic Concepts and Properties of Generalized Rough Set Covering and Its Reduction'”

Definition 2.1. Let U be a universe, and C be its subsets family. If all subsets are not empty and UC = U , then
C is called a covering of U.

Definition 2.2. Let U be a non-empty set, C be a covering of U, then the ordered pair (U,C) is called a covering
approximation space.

Definition 2.3. Let (U,C) be a covering approximation space, xe U, then Md(x)={KeClxe KA(VSeCrxeSAS

cK=K=9)} is called the minimal description of x.
Definition 2.4. If (U,C) is a covering approximation space, XcU, then the set family C«(X)={KeC|KZX} is
called the family of sets bottom approximation sets of the set X as to C. The set X, =UC.(X) is called the

covering lower approximation sets of the set X. The set X, = X — X, is called the boundary sets of the set X. The
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family of sets Bn(X) = {Md(x)|x € X} is called the family of set approximation boundary of the set X, and the
family of sets C'(X)=C.(X)UBn(X) is called the family of set top approximation of the set X. The set
X" =UC’(X) is called the covering upper approximation sets of the set X. If C"(X) = C.(X), then X is called

relatively exact to C. Otherwise X is called relatively inexact to C.

Definition 2.5. Let (U,C) be an approximation space, and KeC. If K is denoted by conjunction of some sets in
C —{K}, then K is called a redundant set of C, otherwise is called a non-redundant set.

Obviously, a covering is still a covering after the redundant sets are taken out.

Definition 2.6. If (U,C) is an approximation space, then the covering, in which each set is non-redundant, is
called a reduction of C and denoted by red(C).

Theorem 2.1. Let (U,C) be an approximation space, the same covering upper and lower approximations are
generated respectively by C and red(C).

Theorem 2.2. Let C; and C, be two coverings of U, then the covering lower and upper approximations are
generated respectively by C; and C,, if and only if red(C,) = red(C,).

3 Knowledge Roughness Measure in Incomplete Information Systems

Definition 3.11%. S=(U,A) is an incomplete information system, U={x,x,,...,x;y}, where |U| denotes the
cardinality of the set U. PcA, S,(x;) denotes the toleration class or similarity class of x;. The rough entropy of the
knowledge P is defined as follows:

mmzﬁﬁﬂ%%mWw
= Ul

Theorem 3.1 Let S =(U,P)andS,=(U,Q) be two incomplete information systems. If
U/SIM(Q) cU/SIM(P), namely the classes determined by the knowledge Q are included in the classes
determined by the knowledge P, then E|(Q) < E,(P).

We can conclude from Theorem 3.1 that the rough entropy of knowledge monotonously decreases when the
information granularities become smaller.

Example 1. S=(U,4) 1is an incomplete information system, U={xx;.x3,x4}, P,0cA4, and
Co ={tab 00,500 ) 00,00, 1.C) = {0}, 00,51, 00,11, } ) then E(P) = 5/2.E(0) =1/21ed(C,) =red(Cy) = { £}, {x,, %3},
{x,}}, where Cpand C, denote respectively the coverings of the universe determined by the toleration or

similarity classes of P and Q.
It can be known from Theorem 2.1 and Theorem 2.2 that the generalized covering upper and lower

approximations are determined by the covering reduction, but not their covering itself. In Example 1, the covering
reductions generated by knowledge P and Q are the same ones, but their rough entropies are not equal to each other.
Therefore it is necessary to seek for a new kind of knowledge roughness measure in the generalized rough set

covering theory.

4 Rough Entropy of Knowledge and Rough Set Based on Generalized Rough Sets Covering
Reduction
4.1 Rough entropy of knowledge

Definition 4.1.1. §=(U, 4) is an incomplete information system, U={x,,x5,....X|yj}, P < 4. If the covering
of the universe U determined by the knowledge P is denoted by C, ={C,,C,....,C,} and red(Cp)={C,,Cy,,

... Cyn }» then the rough entropy of knowledge P in the generalized rough set covering reduction is defined as

follows:
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[Corl

0
m

E(P)= kz log,|Coy] -
=1

Example 2. In Example 1, it can be calculated by the new definition. The result is
E(P)=E(Q)=1/2.

Property 4.1.1. S=(U,4) is an incomplete information system, Pc 4, then E(P) can obtain its
maximum |U|10g2|U| if and only if red(Cp)=U, and it can also obtain its minimum 0, if and only if
red(Cp) = {{x,},{x,}, ..., {X\U\ 1.

From Property 4.1.1, it can be concluded that information quantity provided by knowledge P is zero when its
rough entropy reaches maximum, and it cannot distinguish any two objects in U, when the covering of the universe
is no meaning. When the rough entropy of knowledge P obtains its minimum, the information quantity is the most
and every objects can be discriminated by P in the universe.

Definition 4.1.2. Let C,andC, be two coverings of the universe U ={x,,x,,.,x,} and
red(C,)={C,,,Cy,... C,,}, red(C,)={C;,Cy,..,C,,} are respectively the reductions of the covering
Cyand G, . If for every x, eU,x; e Cy(1<i<p),and x,€C, (1< I'sq), C,c C,, holds, then red(C)) is finer
than red(C,) , denoted by red(C))cred(C,) . If red(C)cred(C,) , and there exists x, eU ,
Cy, €red(C;), and Czlg) ered(C,), which makes x; eC, cC
red(C,) , denoted by red(C)) c red(C,) .

Property 4.1.2. Let §=(U,4) be an incomplete information system, and P,Qc 4. If red(C,) < red(C,),
then E(P)< E(Q). Especially, if red(C,)c red(C,), then E(P)< E(Q).

Proof. Let U={x,x;,..,x,} , red(Cp)=1{C,;, C,, Cy,...C;,} and red(C,)={C,;,C,,,....C,,}. Since
red(Cp)cred(Cy) , and then suppose C,.C,,...C; eredCy),G,; ,C, G,;, €red (Cp), such that x; €U and
xeC, Gy (1<i'<p', 1<j'<4q"). Obviously:

L. » then red(C;) is called strictly finer than
0

jp 903

Gl

|C1;,.v |10g2|C1i,| <

C,,,

log,
When1<i<n, objects of red(Cp) and red(C,) are respectively chosen by C,, and CZ/,,(ISi'Sp’,

2j;

1< j"<q"). Sets are marked once if they appear repeatedly in red(C,) and red(C,), then

1& 1
_Z|Clk|10g2|Clk| = _Z|C2k|10g2|C2k| .
P k=1 q k=1
So E(P)< E(Q).
Similarly, it is easy to prove that E(P)<E(Q) when red(C,)cred(C,).
It can be concluded from Property 4.1.2 that the rough entropy of knowledge monotonously decreases as the
covering reduction becomes finer.
Example 3. Let red(Cp) = {{x,}, 4%, %3}, 1%, %5, %3, .} } and red(Cp) = {{x,,x,},{x,,%,,x;,%,}} , then
E(P)=10/3 < E(Q)=5, while red(C,) = red(C,) does not hold.

From Example 3, it can be concluded that the converse proposition of Property 4.1.2 does not hold.
4.2 Rough entropy of rough set

The roughness of a rough set can be measured by its rough degree.
Definition 4.2.1. Let S =(U,A) be an incomplete information system, P < 4, the rough degree of X cU

about knowledge P is defined as follows:
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P
|PCx")

b}

pp(X)=1

where P(X.)and P(X") denote respectively the covering lower and upper approximation sets of X about

knowledge P.
Example 4. Let S=(U,A4) be an incomplete information system, P,Qc A , if red(Cp)={{x,x,},

{x0, x5, x4}, Ved(CQ) ={xnhinh i, x ), X ={x,x%,x%}, then P(X.) =0(X.) = {x,x,}, P(X2)=0(X.) = {Xs},

P(Bn(X)) = {x,,x;,%,} » Q(Bn(X)) = {x3,x,} , P(X) = O(X ") = {x,,3,,33,x,} , pp(X) = pp(X) =1/2.

The uncertainty of knowledge P is larger than that of Q in Example 4, but X has the same rough degree.
Therefore, it is necessary to find a new and more accurate uncertainty measure.
Definition 4.2.2. Let S =(U,A4) be an incomplete information system, P < 4, the rough entropy of X c U
about knowledge P is defined as follows:
Ep(X) = pp(X)E(P) .
From Definition 4.2.2, the rough entropy of rough set is related not only to its own rough degree, but also to
the uncertainty of knowledge covering reduction in the universe (rough entropy of knowledge).

Example 5. The rough entropy of X in Example 4 is calculated under knowledge P and Q.

Ep(X) = pp(X)E(P) = (2+3l0g,3)/4, Ey(X) = py(X)EQ) =1/3, E,(X) > Ey(X) .

Obviously, the rough entropy of rough set is more accurate than the rough degree to measure the roughness of
rough set.

Property 4.2.1. Let S =(U,4) be an incomplete information system, Pc 4, X cU is a rough set under
0, red(Cp) cred(C,) , then

Ep(X) < Ey(X).

Proof. Vx e Q(X.),3C,; ered(Cy) , such that xeC,, cX, for red(Cp)cred(C,), 3C, ered(C,) ,
xeC, cC,, cX, so xeP(X,), thus P(X,)20(X.) . Vxe P(X") = P(X.)UP(Bn(X))) , for xeP(X.),
3C,, ered(Cy), such that xe C, < X, as red(C,) c red(Cy), 3C,; €red(Cy), then xeC, = C,;, NX # ¢,
thus x e Q(X’) .When xe P(Bn(X)), 3G, ered(C,), x'e X-P(X.),x,x'€C, , from P(X.)2O(X.), it can
be concluded x'e X —Q(X.)=0Q(Bn(X)). By red(C,)cred(C,), 3C,; (including the minimal description of
x,x"), leading to x,x'eC, =C,,, then C,; €Q(Bn(X)), hence xe O(X") . Accordingly, it is concluded
P(X) c O(X).

Then the following inequalities hold:

|P(x.)
|PCx)

L Jex |_lecx)

lox) lox
Namely, p,(X) < p,(X) and X c U is rough sets about O, so p,(X) # 0 . It can be known from Property 4.2 that
E(P) < E(Q), hence pp(X)E(P) < py(X)E(Q) . Thatis to say, Ep(X)<E,(X).

L |P(x.)
|P(X*)

<

s

It can be deduced from Property 4.2.1 that the rough entropy of a rough set monotonously decreases as the

covering reduction becomes finer.
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5 Conclusions and Discussions

Rough set theory is a new mathematical tool to deal with vagueness and uncertainty. Development of a rough
computational method is one of the most important research tasks. While in reality, incomplete information confines
the applications of classical rough set theory. In this paper, a measure to knowledge and its important properties in
incomplete information systems are established by introducing information entropy to the covering reduction theory
of a generalized rough set. The conclusion that the rough entropy of knowledge and rough set monotonously
decrease as the covering reduction becomes finer is obtained. It is also clarified that the rough entropy of a rough set
is more accurate than its rough degree.

Rough entropy based on the generalized rough set covering reduction more accurately represents the roughness
of knowledge and rough set than Ref.[10]. Algorithm based rough entropy presented in this paper can be designed in
knowledge acquisition under incomplete information systems. This is our future work.

At the same time, retrieval for video information is a new research field. In general, video information systems
are incomplete. How to utilize rough set theory based generalized rough sets covering reduction in video

information retrieval is also our important task.
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