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Abstract : This paper describes a new multidimensional data-space placement algorithm, SMDPA. The alge-
rithm can place the data hyper-cubzs efficiently even they have different accessed frequencies. The algorithm uses
the data hyper-cubes’ prior accessed frequency and their similarities to get the accessed relation between them.
The sitnulation results make clear that the SMDPA elgorithm has bemer performance than traditional algorithms,
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With the development of the database system’s application, the database system has four new characteristics:
very large storage. complex and unstructured data objects, complex data query and real-time requirement. Such
systetns arise in many applicstions, including CAD, GIS etc.

To march these characternistics the database system should develor an efiective algorithm to partition the data-
space and place the data hyper-cubes. There are a iot of similar algorithms, such as Disk Module-', CMDY®,
Field-wise Exclusive-OR Method™, Errer Correcting Coce Metaod!*], Hilbert Curve Methed™, These algorithms
are all multidimensional algorithms, which can place data hyper-cubes, Traditional algorithms are based on a hy-
pothesis, 1. e. all data pointers in the dara space are accessed with equal frequency. In fact the actual application
does not match this hypothesis, i. ¢, the datu polnters may have different access frequenies. So these traditional al-
gorithms just have theoretical significance and would not he effective in the practical system.

This paper studies a new data hyper-cube algorithm, Similarity-hased Multidimensional Data-space Partition
Algorithm, SMDPA feor short, which is not based on that hypothesis and it assumes that all data pointers should
be accessed with unequal frequency. So the SMDPA can be effective in real system. And since the SMDPA is a
multidimensional dzta space partition algorithm too, it can meet the database system’s new requircments,

The cutline of this paper 1s as follpws. In Section 1 we introduce some background theory about the problem.
In Section 2 the paper gives the SMDPA algorithi, And it will give svme simulation results of CMD/HCA /XOR/
SMDPA algorithms in Section 3, while the results indicate that the SDMPA algorithm is very effective in actuzl

database system.
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1 Background

First we defice some terms that are used throughout this paper. These definitions are similar 1o those used by
Rei. [6].

Detinition 1 (Response Time). The response time of a query is delined as max ¢, ,N;.. . »V5)» where N, (€
[1.2,....0] i the number of qualilying pages on ith PU for the guery.

Within this definition we assume that just 10 is the bottlenerk. OPUJ and network are so fast that we can ig-
nore their cost,

Data-space Declustering Problem (DDPY can be deseribed as follows. Given a D-dimensional Cartesian prod-
uct data space, £,3<... XDn, in which I) is the number of the data space’s dimensions, and D, denotes the domain
range of the ith attribute. In the parallel database system there are & processing units (PUJ). Haw to decluster the
data-space among the N PUs s¢ that the maximum performance is achieved for dara range gueries is crucial. Un-
forunarely Ref, [7] proved that the DDI is an NPC problem generally. 8¢ we jus: can find an effective rather than
the best algorithm to solve the DDP,

Since [/0 is the major bottleneck in date query processing, it is desirable that 1/Q is parallel as far as possi-
ble. We think that in DDP the goal of achieving the maximum performance is to maximize the throughput and mini-
mize the response time of the data queries.

We consider that the integrated algorithm for DDP should have two important parts. One is how to stripe the
multidimensional data-space to some data hyper-cubes, called Data-space Striping Algorithm (DSA). And the oth-
er part is how 1o place these data hyper cubes among the & PUs, called Daty hyper-cube Placement Algorithm
(DPAY. This paper jnst considers DPA and ancther paper will discuss DSA,

Most of traditional algorithms are based on are hypothesis, i.e. all data hyper-cubes are accessed hy query
with the same frequency. It s ewident that the actual application does not match this hypothesis, i.e. the data
recards may have different aceess frequencies. So these traditional algorithms cannot be effectrve in actual system.

How to place the data hyper-cubes with different accessed frequencies? To answer this question, we use ac-
cessed frequency of all data pointers and the application’s lecality.

Every system/application has a natural characteristic that is locality. That is to say that the applicaticn tends
to access sorme relative data frequently. Considering the locality we can place the data hyper-cubes that are accessed
tagether frequently at different PUs to achieve high parallel performance. And we should place the hot hyper-cubes
at cool PUs 10 achieve good halznce performance. These are the core idea of our SMDPA algorithm.

There are some definitions about the data hyper-cube’s accessed frequency as follows.

Definition 2 (Similarity). Censidering the locality of date query operation, if hyper-cube A will he accessed
with frequency p when hyper-cube B was accessed early, it is called thar there is similarity (it: value js p) berween
hyper-cubes A and B. Or we say that hyper-cube A is similar to hyper-cube B with #. Use Sim{A.&) t¢ denote
the similaricy.

For some reason the system cannot log the data hyper-cubes” accessed order for data query, so this paper sup-
poses that Sim(A,B8)=8m (5, 4).

Definition 3 (Prior Accessed Frequency). The parallel database system logs the data hyper-cubes’ accessed
frequency. Since these frequencies do not consider the similarity, we call this accessed frequency as prior accessed
fraquency. PAF(A) denotes the prior accessed frequency of data hyper cube A.

Definition 4 (Pesterior Accessed Frequency). Considering the prior accessed frequency of data hyper-cube and
the similarity between hyper-cubes, we can calenlate the pasterior accessed frequency of every data hyper-cube,

that is the actual accessed frequency that the system accesses the data hyper-cube. PeAF(A) denotes the posterior
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accessed frequency of data hyper-cube A.

In another view the prior accessed frequency is the frequency that the parallel database system accesses the
single data hyper-cube., The posterior accessed frequency s the frequency that the system sccesses more than one
hyper-cube, since now there are smiliarities between all accessed hyper-cubes. And the similarity just is the condi-

tional frequency.
2 SMDPA Algorithm

In this section we will introduce SMDPA algotithm in detail.

How can we get the information of data accessed to process SMDPA? There ere three methods o get the in-
formation. The first method is to suppose the system matches a given probability model and we can use that for-
mula to get the information of accessing. The second methed thinks that the parallel database system can get the
privr accessed frequencies of all data hyper-cubes and the similarity between hyper-cubes by iogs. The last and
most complex method is using clustering algorithm ta partition all data records into some clusters and supposcs
that all data records have the sume sccessed probability. The three methods can estimate the prior accessed fre-
quency of every data record. And with the idea of locality we think that those data record pairs. which have large
distance , have little similarity. Based on this information we can calculate posterior accessed frequency easily. T 1s
ttue that these methods have different costs and different estimate precisions. So we can apply SMDPA to initial
placing stage. Afrer system runs and collects the accurate information of data accessing. SMDFPA can be used to
reorganize the data-space accuratly.

The core technalogies of the algorithm are ta get the posterior accessed freqnencies of all data hyper-cubes and
create some ordered linked lists. '

Since the parallel darsbase system accesses the data hyper-cubes with their posterior accessed frequency, we
must get all data hyper—cubes’ posterior accessed frequencies firstly. Bur since the system can access themn with pri-
or accessed frequency and there are similarities hetween hyper-cubes too, how rhe system accesses the hyper-
cubes?

If we consider this question with the view of graph, it can be changed 1o a graph questicn as follows. Given a
complete directional weighted grzph {V.E}, ¥V is the set of points and each poins has a weight which denotes the
prior accessed freguency. E is the set of directional edges. There are two directional edges between two points and
each edge has a weight toc. The weight is the similarity between two points. How to partition the graph into some
sub-graphs to get the maximum sum of ali poiuts?

It is sure that we must increase the points’ weight using edges’ weight as far as possible. So suppose we have
gotten a point from the set of nonprocessing points, for example it is DC;, which has the maximum weighrt of the
set. We should delete all edges 1hat che other points of the ser peint to it for it is sccessed before others and the
similarity hetween others and it does not exist. And we should use this point to decide whether we need to modify
the ather points” weight. If the current weight of one point, for instance it is DC,, is smaller than the posterior ac-
cessed frequencies calculated, it will be modified. Tt is said that the IX; will be eecessed with high prabability if
DC has been accessed. So we should log the point with a ListlD, which is the 1) of the linked list that includes
DC,, for it has similarity to those points in thar linked list. If one poimt’s current weight is higher than the caleu-
lated result, it need not be modified. Tt is indicated that this point may be accessed separarely with higher probabil-
ity. And we will delete the edge that DC, point te this point.

After we cluster the graph, we can get an uncompleted directional graph now . and get some separable direc-
vional sub-graphs. A sub-graph indicates that all paints that are in this sub-graph will be accessed together with

the highest fregquency. The linked list created is ordered, The order denotes the sequence with which data hyper-
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cubes are accessed at posterior accessed frequency with descending order. To get good performance for data query
we must place these points into different PUs. We use disk module method to place the points that are in one sub-
graph with a certain start PU. As a result the system will have good parallel performance for data query.
To achieve good balance performance we should place the data hyper-cubes with high posterior accessed fre-
yueney to different PUe. Since the hyper-cubes in one linked list have a descending order. that is to say that we
should place the different lists from different start PUs, The algorithm selects the PU which has the lowest ac-
cessed frequency to be the start PU 1D of new linked list, Then the system will have good balance performance for
data query.
When the system accesses the data hypercube, it should log the information, To reduce the system cost we
can receleulate the values of accessed frequencies using interval as unit, And with the idea of locality, system wilt
access some data records, whirh are in the same data hypercube with large probability, So though system accesses
a great lot of data rccords, it just needs 1o recalculate a few accessed values of subintervals.
Now we give the SMDPA algorichm as [oliows.
Input: {PAF (DCI{€[1.2.....K]}, in which K iz the number of dara hyper-cubes;
{SIm(DC;, D) |y GE[1424...,K ]} s
N, which is the number of PUs.

Output; {PUId (DCHIE€ 1.2, .. KJAPUIZ(DCOEDL 2v. .. W N1}, it denotes the P10%s 113, in whick the
DC is placed.

/ % Now initizlize some environment variants about the algorithm. * /

Step 1. DC.;={DC.[i[1.,2.... . K}
Step 2. Prob(DC) :=PAF(DC), Y i€ [1,2:...,K]
Step 3. Listld (DC,)  =NULL, ¥ & [1,2,...,K]
Step 4. NumOfLinksdList:= —1
Step 5. WorkLead (PU D=0, ¥V i€ [1,2,....N]

/ = Now create some linked lists, which include all data hyper-cubes. The hyper-cubes in the samec

list will be accessed together. * /
Step 6. while (|| DC | >0) do |
Step 7. Find the DC that has the maximum value of Prob. Assume ir is DX
Step 8.  DC.=DC—{DC}
Step 3. if Listld (DC)= NULL then |
Step 10. NumOMlinkedList : = NumOfl.inkedList + 1
Srep 11. LinkedList (NumOfLinkedList}— {00}
Step 12, Listld ¢DC) =NumOfLinkedList)
else

Step 13,  LinkedList (NumOfl.inkedList) =LinkedList (NumOfLinkedList}+{{C;}

/ % Correct the posterior accessed frequency of other data hyper-cubes except DC,. % /
Step 14,  for {all DC;in DCA 771) do §
Step 15. TempFrequency : =Prob{D0}) = Sim {0 L)

Step L6, if (TempFrequency > Prob (DX} then do ¢
Step 17. Prob(LC;) =Tempkrequency
Step 18, ListId (DO y=Listld (DC,)

} /% End of if * /
} /% End of for =/
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} /* End of while =/
/* Now place all data hyper-cubes among all PUs. * /
Step 19, for (=103 1 <NumOfLinkedList; i=:;+1) do {
Step 20.  List=LinkedList ()
/% Get the ID of the lowest accessed frequency to be the first ID to place the linked lists, * /
Step 21. k. =GetldleNodeID() :
Step 22.  visit all data hyper-cubes in List orderly, do {
/ * Assume visit the DC; = /
Step 23. PUIA(DC,) . = (j+4&) mod N
Step 24. WorkLoad (PUId(DC;}) : = WorkLoad (PUTd (D) )4 Prob (DC))
i /= End of visits to all data hyper-cubes in one linked list # /

} /% End of visits to all linked lists to place the data hyper cubes * /
3 Simulation Result

In this section we will give the simulation results of SMDPA zlgerithm comparing with CMD/HCA/XOR al-
gorithms. The results will prove that SMDPA has a better performance than traditional algorithms.

Now we give some definitions o define the petformance of algorithms as follows

Definition § (Degree of Parallel). Given a DPA algorithm, the data hyper cubes that satisfy a ccrtain data
query & must be siored amung some PUs, So we call the number of these store P1Js as the degree of parallel for
the query ). 1t is dencted by DP(Q).

Definition 6 (Degree of Balance). Given a DPA algorithm, for a zertain query @ there are DP(QY PUs to he
started. In these PUs there are some data hyper-cubes that satisly @, so we define the following formula as degree
of balance for @. It is denoted by DB{(Q).

Max (NumO{Cube (PU,) € PUSet(Q) ) —Min (NumOfCube (PU ) | PU; € PUSet (Q))
Max{NumQfCube (PU,} |PU, € PUBet (1))

in which, NumOfCube(P1J,} is the number of date hyper cubes thet satisfy the query and are stored in PU,. And
PUSet(Q) is the PU sel which includes and only includes the PUs strated by query @.

It is clear that a good algorithm should achieve high DP and low DB.

During simulation we first generate all data hyper-cubes with a certain frequency distribution. Then we use
four algorithms as DPA to place hyper-cubes among the FUs, They are the CMD algorithm, the Hilbert Curve al-
gorithm (HCA). the Field XOR algorithm (XOR) and the SDMPA algorithm. We generate some data range
queries that match the frequency distribution, and use these queries tc test the algorithms’ perlormance.

Far all data hyper-cubes’ [requencies created randomly, we assume that there is a peak point, near which the
data hyper-cubes have higher frequency to be accessed than other ares. Sc when generate the hyper-cube’s PAF,
we calculate the distance between the hyper-cube and the peak point first. The PAF has inverse ratio to the dis-
tance, And when generate the data query, it is intended that the queries access the area near the peak point.

And for SMDPA algerithm we should generate the similarity valie between two data hyper-cubes randomly
too. Considering the locality of the application, we think that the similarity vatue has relation, it is of inverse ratio
toos with the distance between two hyper-cubes.

We will change three simulation’s environment variants, which are the number of PUs, the number of data
hyper-cubes and the length of data queries, to test the algorithms’ performance.

The simulation results are as follows.

Figure 1 represents the total accessed frequency, that is the sum of all data hyper-cubes’ accessed frequencies
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of every PU. It is clear that in four algorithms there is just one algorithm, that is SMDPA algorithm, which can
maintain that all PUs have approximately equal total accessed frequency. And other three algorithms cannot do
that. With those algorithms there are some PUs that are so hot that they will be the bottleneck of the system. But
at the same time, there are some PUs that have so low access frequency that they will be idle at most time. For ex-
ample, with Hilbert Curve algorithm the total accessed frequency of the third PU, whose ID is 2, is 0. 13439,
while the 12* PU’s, whose ID is 11, is 0. 0342095. The ratio of two values is as high as 4.
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Fig. 1 The total accessed frequency of PUs (16/2500)

Figures 2 and 3 are the parallel and balance performance of four algorithms with 16 PUs and 900 data hyper-
cubes. Figures 4 and 5 are the parallel and balance performance of four algorithms with 16 PUs and 2500 data hy-
per-cubes. And Figs. 6 and 7 are the parallel and balance performance of four algorithms with 32 PUs and 2500 da-
ta hyper-cubes. The abscissa of these six figures is the length of data queries, i.e. the length of one attribute of

range query. And the ordinate of these figures is the parallel performance of algorithms (DP(Q)) or the balance

performance (L2(Q)).
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From these figures we can find that the SMDPA algorithm has better parallel and balance performance than
other three algorithms in all simulation conditions. For example, when there are 32 PUs and 2500 data hyper-
cubes in the system, SMDPA’s DP value is 27. 216 when the length of range query is 0.5, and the DB value is

0.0851. At the same time the Hilbert Curve algorithm’s performance values are 15. 216 and 0. 2154.

35 p 0.6
30 0.5
% ——Cm 0.4 ——C
20 —8— HCA 0.3 —l—HCA
15 —A—XO0R ' " —&—XOR
0.2 —3— SMDPA
10 —>— SMDPA
5 0.1 \\X\\
0 3 0 1 1 " L
0.05 0.1 0.2 05 0.8 0.05 0.1 0.2 0.5 0.8
Fig. 6 The parallel performance of 32/2500 Fig. 7 The balance performance of 32/2500

And when the number of PUs increases and other condition is constant, we can find that the SDMPA algo-
rithm is better. For example, when the number of data hyper-cubes is 2500 and the length of range query is 0. 2,
if the number of PUs is 16, SMDPA can achieve the parallel performance of 12. 688 which just is 0. 793 of 16, and
the balance performance value is 0. 1065. But when the number of PUs is 32, the parallel performance is 27. 216
and 0. 8505, and balance performance is 0. 0851. It can be explained that when the PUs’ number increases the
SMDPA can place the data hyper-cubes in the same linked list among different PUs. That is good for data range
query since the range query has locality character.

When the number of data hyper-cubes increases and other condition is constant, we can find that the SMDPA
is better. For example, when the number of PUs is 16 and the length of range query is 0. 2, if the number of data
hyper-cubes is 900 the SMDPA algorithm’s parallel performance is 11. 357 and balance performance is 0. 1354.
While number of data hyper-cubes is 2500, the performance is 12. 688 and 0. 1065. The reason is as follows. When
the number of data hyper-cubes increases, the information about the hyper-cubes’ PAF and similarity is more suffi-
cient, then the SMDPA can place the data hyper-cubes more accurately and effectively. As a result the data range

query will have better performance.
4 Conclusion

In this paper we describe the SMDPA algorithm, which can be very effective to place the multidimensional da-
ta hyper-cubes even they have different accessed frequencies. It uses the information about the hyper-cubes and
similarity between them to organize all hyper-cubes to some sub-graphs. The hyper-cubes in one sub-graph will be
accessed together with high frequency. We can use two methods to place the hyper-cubes in one sub-graph and hy-
per-cubes that are in different sub-graphs. As a result the parallel and balance performances of the SMDPA algo-
rithm are better than traditional algorithms. And we simulate the SMDPA to compare it with CMD/HCA/XOR al-
gorithms. The simulation results prove that SMDPA is a good algorithm too.

Now we just place the hyper-cubes that are in different sub-graphs with different start PU IDs. We will try to
find another more effective method to do that in future. And we will formalize the SMDPA algorithm and try to

analyze its performance using mathematic tools.
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