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Abstract: Binarization is the most popular discretization method in decision tree generation, while for the domain
with many continuous attributes, it always gets a big incomprehensible tree which can’t be described as knowledge.
In order to get a more intelligible decision tree, this paper presents a new discretization algorithm, RCAT, for
continuous attributes in the generation of binary classification tree. It uses simple binarization to solve the
multisplitting problem through mapping a continuous attribute into another probability attribute based on statistic
information. Two pruning methods are introduced to simplify the constructed tree. Empirical results of several
domains show that, for the two-class problem with a preponderance of continuous attributes, RCAT algorithm can
generate a much smaller decision tree efficiently with higher intelligibility than binarization while retaining
predictive accuracy.

Key words:  machine learning; binary classification tree; information gain; pruning; range-splitting based on

continuous attributes transform (RCAT) algorithm
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1 Introduction

Nowadays, many fields need to get useful and understandable knowledge from amount of data, so under the
satisfaction of predictive accuracy, intelligibility becomes more and more important for a learning algorithm!"*.
There are three strategies used to get comprehensible knowledge from pre-classified cases. The first strategy is
converting the classifier that has blackbox problem into another understandable one; Setiono and Liut¥ extract rules
from neural networks by pruning and hidden-unit splitting. Boz!*! provides a DecText system to extract a decision
tree from a trained neural network. The second strategy is the simplification of big decision trees or rule sets into

Blanalyze the relationship between recognition accuracy and intelligibility, and

simple ones; Windeatt and Ardeshir
use several pruning methods to simplify classifiers. These two strategies will reduce the classifying accuracy when
improving on intelligibility, and therefore how to get a good trade-off between these two facets is very
important!®’). The third one is the development of new algorithms to construct understandable classifiers; Auer!®
uses a searching method with high complexity to find an optimal two layer decision tree. Langley!® uses a tabular
format as the representation of knowledge, which is easy to be understood.

Decision tree is an empirical learning method which can get knowledge from a set of pre-classified cases,

where continuous attributes need to be discretized at first. Binarization"'”)

is the most popular discretization method
in decision tree generation, in which the value range is discretized into only two intervals according to certain
threshold. If a continuous attribute is selected as an expanding attribute for an interior node, it will split this node
into only two branches. This leads to the fact that one continuous attribute may be selected many times in one path
from the root to a leaf, and results in a big incomprehensible tree with many nodes in the end™.

In this paper, we explore a discretization method, RCAT, for continuous attributes and apply it to construct
understandable decision trees for two-class problems, which belongs to the third strategies mentioned above. Unlike

U~31" RCAT uses a simple binarization to solve the multisplitting problem

other multi-interval discretization
through mapping a continuous attribute into a probability attribute. The binarization of the probability attribute
corresponds to a multisplitting of the original one. Experimental results show that, compared with binarization, our
method can generate much smaller decision trees with higher intelligibility while retaining predictive accuracy.

In Section 2, we give a description of the concepts used in this paper. In Section 3, we describe the RCAT
algorithm in detail. Two pruning algorithms are introduced in Section 4. Experimental results and their analysis are

shown in Section 5. Finally we give a summary of our work in Section 6.

2 Concept Description

For a decision tree, each node of the tree is associated with a set of cases. Each interior node has an expanding
attribute to split the node into some branches, and each leaf node gives a class name as the classified result. In this
paper, we let Nclass denote the number of classes, 7S the total training set, T a set of cases, and |7] the cardinality of
T. Analogously, for any set, let s denote a case, 4 a continuous attribute, val,(s) the value of attribute 4 in case s,

and D a node of a decision tree.
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2.1 Discretization and partition

We will get a partition for a case set according to a discretization of a continuous attribute. Suppose that

{ay,a,,...,a;_1} is the set of cutting points of attribute 4 in an ascending order, which discretizes the value range of

attribute A4 into k intervals. This discretization defines a partition H:;l T, for the case set T as follows:

{seT|valA(s)£a1} ifi=1
T, = {seT|a,7]<valA(s)£ai} ifl<i<k
{seT|ak_1<valA(s) ifi=k

and the partition has following properties:
@ non-empty subsets: |T}>1, for all i {1,2,...,k},

@ covers the whole domain: U KT=T,

® subsets are disjoint: TiﬂT/. =, foralli= j,1<i,j<k and

@ subsets are sorted: if s, T}, s;€ T}, and i<j, then val(s;)<val,(s;).
From @ we know that the cases which have identical value of attribute 4 will be in the same subset, and both the

case sequence in each subset and the subset sequence are sorted into an ascending order by the values of attribute A.
2.2 Evaluation functions: information gain

There are many evaluation functions used to evaluate candidate partitions, such as Gini Index, Information Gain,
Gain Ratio, Minimum Description Length Principle, and Minimum Training Set Error etc. In this paper, we use
information gain as our evaluation function. Given that some attribute divides the case set T into k subsets, the
information gain of this partition is

4
gain :Info( ) Zﬂ [nfo(T[),
thereinto /nfo(7) is the entropy of set 7, calculated as:
Nclass freg\C ., T req\C ., T
Info(T)=— > - q( ! )x10g2 f q( ! ),
% i

where fieq(C;,T) denotes the number of cases belonging to class C; in T.

3 RCAT Algorithm

In order to construct decision trees with high intelligibility, we explore a new method-RCAT to discretize a
continuous attribute into several intervals. Unlike other multisplitting methods, RCAT uses a simple binarization to
solve the multisplitting problem through mapping a continuous attribute into another probability attribute, and the
binarization of the probability attribute has a corresponding multisplitting of the original one. In the following

sections, we will focus on the two-class problems to discuss RCAT algorithm in detail.
3.1 Interval initialization

Interval initialization is a simple discretization. In order to guarantee the reliability of statistic information, we
let the number of cases in each interval be larger than a given limit. Thus the first property of its partition should be
changed to: O |T{=LIMITs, for all ie{1,2,...,k}. Another constraint for the initialization is the setting of an upper
limit for the number of intervals, namely k<LIMITy. In initialization, we first sort the cases in 7 by their values of

attribute 4, provided that the sorted case sequence is sy,5,,...,57, where val,(s;)<val,(s;+;), then segment the value
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range of 4 into LIMITy intervals. The length of each interval is

L=(val ((s;n)—val(s,))/LIMIT.
We then enumerate the number of cases in each interval. If the number in an interval is less than LIMITs, combine
this interval with its next adjacent interval. For the last interval with too short of cases, we will combine it with its

previous interval.
3.2 Binarization of probability attribute

Suppose that we get k; intervals after initialization, now let us compute the probability estimation of each class
for every interval. Because we just deal with the two-class problems, given that interval R; is associated with case

set T}, the frequency of the first class in 7; is freq(C,,T;), and the probability estimations for either class in T; is
p(C.T)= fregC T VT)  plCrT)=1- plc,.T).

Provided that the probability estimations of each interval for the first class are p(C.,T)),p(C\,T3),...,p(C1,Ti)
respectively, we can map the value space of 4 into a probability space of C; by using another continuous attribute P
whose values lie in [0,1] to replace the attribute 4. The mapping rule is
if wval, (s)eRi then valP(s):p(Cl,Z.).

Now we can use the binarization to find the best threshold for attribute P. Let an ascending ordered value sequence
of P be py,p,,...,p1, then every distinct value ¢=p,,1<i<k, in this sequence is a possible threshold, which splits
the whole set T into two sets: 7; with val,(s)<t and T, with val,(s)>t. We can get the information gain:

2 |T.

gain (P,t) = Info (T)— Z %xlnfo (Tl. ) .

i=1
Let r=p* be the threshold with the maximum information gain, then p* is just the threshold we need.
3.3 Interval combination

We give a description of the relations between attribute 4 and P in Fig.1, where horizontal and vertical axes
represent the value space of attribute 4 and P respectively. The intervals on horizontal axis in Fig.1 are the initial
intervals of attribute 4, and the fatter ones (the value range of the interval is larger than that of others in the value
space of 4) indicate that they have been combined with their adjacent intervals whose number of cases are less than
LIMITs. The taller intervals indicate that the cases in their intervals belong to the first class with high frequency.
p*is the best threshold of attribute P, which separates the initial intervals into two sets; one contains the intervals

whose probability is below or equal to p* and the other set contains the remaining intervals whose probability is

over p*.
AKP
P — — Tl = " 1
4.
(0,va, (s, )) a a, as ay val, (‘"m)

1 Relations between attribute A and P

Fig.
Fig.1 Réfation between attributes A and P

Both sets divided by p* may have several initial intervals. We combine the adjacent intervals in the same set
since they have a similar property for attribute P. Suppose that after combination, the total number of intervals in

either of sets is k,, obviously k,<k;. In Fig.1 we have k;=29 and k,=5. The binarization of attribute P corresponds to
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the k,-splitting of attribute 4, the case sets after combination can be described as follows:
T, = {s |vaZA(s)£ a, or a,< valA(s)S a, or a, < valA(s),s € T}
T, = {s la, < valA(S)S a, or a;< valA(s)S a,,s € T}
where T, has three combined intervals, and T, has two.

3.4 Boundary optimization

From Fig.1, we can see that the combined intervals belong to T or T alternately. The cases whose values of the
original attribute are at the boundary of some interval should be in 77, but we put them to 75 or reverse will reduce
the information gain of the attribute. Let the k, combined intervals associate with the case sets 7,75,...,Tx
respectively, and the cases in each subset are sorted by their value of attribute 4, then the information gain of this
partition is

gain (A): Info (T)— 3 %x Info (T, )
i=1

Elomaa and Rousul' use boundary points to get an optimal k splitting of the continuous attributes, but we will
use boundary points to do optimization for RCAT. Here is the definition of the boundary points:

Definition 1. Let a sequence 7 of cases be sorted by the value of a continuous attribute 4. The augmented set
of the boundary points is defined as follows:

1. The highest value of attribute 4 in the sequence 7 is an additional boundary point.

2. A value be Dom(A) is a boundary point if and only if there exists a pair of cases s,,5,€ 7, having different classes,
such that val,(s,)=b<val,(s,); and there does not exist another case s I such that val,(s,)<val (s)<val(s).

From Definition 1, we can know that every case set has at least one boundary point with respect to a
continuous attribute. The boundary points of attribute 4 separate the case sequence 7 into some case blocks. Now
we use boundary points to optimize the border of the combined interval and the definition of optimizing operator is
given as:

Definition 2. Suppose that an arbitrary discretization of the continuous attribute 4 gives the case set 7 a
partition ]_L:l T, , whose information gain is gain(4). Let the sorted case sequence of 7; be s, 1,55 ,...,57,» and that of

Tii1 be 81 1,82,i+15- - -»87,i+1, do one of the following operators:

® T1/=T, —is|valA(s)=valA(st)sGT,}, T, =T, uis|valA(s)=valA(st)seTi}

@ 1'=Tv {S |val, (S) =val, (SI,H-I ),s €T, }r R {S |val, (S) = val, (Sl,i+1 )>S €T, }
the other subsets are the same as before. Let the information gain after the operator be gain, if we have

gain>gain(A4), then the operator is an optimizing operator for the partition H:;l T, , and H; T, is a partition which

can be optimized.

Definition 3. Let OP denote an optimizing operator, executing the optimizing operator r(»>1) times on a
I k . k . . e .
partition ]_L:1 T; can be described as OP, {--OP,\OP, (] |, T, ))), which is called one optimizing process. If we cannot

do any optimizing operator on the result of some optimizing process, then the whole process is an optimal
optimizing process for the original partition.

Theorem 1. The cutting points of an optimal optimizing process of a partition are defined on boundary points.

Proof. Let HHT, be the partition of case set 7 according to an arbitrary discretization of continuous
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attribute A. If k=1, there are none optimizing process for the partition, the conclusion is true. Otherwise provided

that after an optimal optimizing process OP, ( --OP, (OP1 (Hj; T, ))), the cutting points are {v1 3V e Vi } , and the new

partition after this optimizing process is HLI T/ . Let v,be the cutting point between 7, and T,

) Y1.and v, isnot

a boundary point, see Fig.2.

Vi w Vi u Vit
NClass
p=2»,
Jj=1
X |P o] R Y
—i—

Fig.2 Boundary optimization

Let us define two further points from the sorted case sequence 7. Point w is the lower border (a boundary
point) of the uniform block (a block contains the cases whose values of the attribute between two adjacent boundary
points) which contains v, if the border is positioned between the thresholds v,_; and v,. Otherwise, if cut point v, ; is
also within the same block as v,, we define w to be v, ;. By respective logic, we define u to be either the boundary
point which is the upper border of the uniform block that contains v,or the threshold v,;. In any case, there are only
instances of one class between the point w and u, given that this class is c. We abbreviate fieq(C;,T) to be fieq(j,T),
and define that

l+l

lngl +1|)

| |qT1log2|T1 [ S (freq (,1))log, freq (7, 1)+ freq (. ,+1)10ngreq(J,T,+1))]

7]

- |17|((p+1)logz(p+l)+(r+q—1)logz(r+q_1))_

| |[ o+ logz( +1)+(};+q—1)10g2(n,+q—1)+2(pjlogzpj+rjlog2rj)J.

Jj#e

The information gain of the partition H;Ti’ can be written as

gain (1) = Info (T) ( || || Info (T))+E(1)+ i %Info (Ti')] .
= i=t+2
It has gain'(l)= —E'(l). Let gain'(I*)=—E'(I*)=0, we have
poptg)-p.(r+q)
r+q—-p.-r, ‘

The second derivative of gain(/*) is expressed by

e L ey e

|T| p+l" p.+l" rvqg-1" v +q-l

which is larger than zero because 0< [*<g, in other words, gain(/*) is not a local maximum. Since /* is chosen
arbitrarily, we have shown that gain(/) can only obtain its maximum value when the threshold v, is placed at either

of the points w and u, where /=0 and /=g respectively. That is, we can do an optimizing operator further on the

partition Hf:l T!, so the optimizing process OPr(mOP2 (OP, (HleTi)» is not an optimal optimizing process. This

i
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conflicts with the previous hypothesis and the theorem has been proved.

From the proof of theorem 1, we can know that any partitions with some cutting points not defined on the
boundary points can be optimized. In our system, we use an easier optimizing process, but maybe not an optimal
one, which makes all the cutting points to be their better adjacent boundary points. The boundary optimizing
strategy is: checking each adjacent subsets T; and T}, if val,(s;;) is a boundary point itself, do nothing for this
boundary, and check the boundary of 7}, and 7}, in turn; otherwise, find the lower border w and the upper border u
of the uniform block which contains s ;, and do boundary optimizing operator as follows:

COP, :Ti’zTi—{s|valA(s)> w,seT.}T =T, u{s|valA(s)> w,seTi},

i i+l i+l
COP, :T/=T, U {s|val ,(s)<u,s € T, LT}, = T,y —{val ,(s) < u,s € T, .
Suppose that the information gain of the partition after either of the above operators is gain(COP;) or gain(COP,)
respectively, if gain(COP;)> gain(COP,), COP; will be chosen as the boundary optimizing operator for the
adjacent subsets 7; and T}, otherwise COP, will be chosen. If the operator makes one subsets empty, the number of
the subsets will reduce one. Provided that there are & intervals after the whole optimizing process, and attribute 4

has been selected as the expanding attribute of the current interior node D, it will split D into & branches.
4 Pruning

RCAT is a dynamic discretization method for continuous attributes. In our decision tree generation, every
interior node uses the RCAT algorithm to evaluate each continuous attribute. After decision tree construction, we
may get a big tree with many redundant nodes. There are two pruning methods in our system to simplify the

decision tree constructed by RCAT.

4.1 Pessimistic pruning

Firstly we use pessimistic pruning!'"!

method to get a more reliable tree. When the original tree DT is used to
classify the N cases in the training set from which it is generated, let some leaf account for K of these cases with J
of them misclassified. J/K does not provide a reliable estimate of the error rate of that leaf when unseen cases are
classified, since the tree is tailored to the training set. A more realistic error rate is (J+1/2)/K. Let ST be a subtree of
DT containing L(ST) leaves and let 2J and 2K be the corresponding sums over the leaves of S7, then the standard

error of this number of misclassification is:

\/ 7 +1(s7)2)x (X K - (37 + L(ST)/2))
se= ZK .

If ST is replaced by the best leaf, let £ be the number of cases from the training set that it misclassifies, the
pessimistic pruning method will replace ST by the best leaf whenever E+1/2<(2J+L(ST)/2)+se. All non-leaf subtrees

are examined just once to see whether they should be pruned out.
4.2 Combination pruning

After pessimistic pruning, some redundant nodes remain in the decision tree if the tree has adjacent leaves
signed as the same class, so a combination pruning method which doesn’t influence classifying accuracy is explored
to simplify the decision tree further. We give the definition of adjacent leaves as follows:

Definition 4. In the decision tree constructed by RCAT, if two leaf nodes have the same parent associated with
a continuous attribute, and the intervals of the attribute for these two leaves are adjacent, we call these two nodes

adjacent leaves.
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Combination pruning uses depth-first method to access the nodes of decision tree from left to right. If two
adjacent leaves have the same results (signed as the same class), then these two leaves should be combined into one
leaf with the same class as before. The interval of this combined leaf is enlarged, and the son number of their parent
is reduced by one. In Fig.3 (a), the expanding attributes of interior nodes X, Y, Z are X, Y, Z accordingly. The first
two sons of the node Y are adjacent leaves, and should be combined into one leaf with the interval of valy(s)<y,.
Node Z has two adjacent sons with the same class C,, and two adjacent sons are signed as C;. After combination, Z

has only two sons. Fig.3 (b) is the pruned decision tree of Fig.3 (a).

X x, <val, (v)

~ ) .

val (S)S X,

val, (s)é Y |yl < valy(s)é V| ¥, < va[y(s) | val (s)i X, | x; <valy (y)
Y
A 4 ¢ v

val, z,| z, <val (a

S B &

(a) Before pruning (b) After pruning

bi P
F1g1§ “omb alnr(l’gtlgrnlngrunmg
5 Empirical Evaluation

5.1 Experiment set-up

(5] with all continuous attributes and

Six data sets are selected from the UCI Irvine machine learning repository
two classes. A description of data sets can be found in Table 1. For the unknown values in Breast-w and Heart data

sets, we set their values to the average of all known values of the corresponding attributes.

Table 1 Description of learning tasks

Abbrev Domain Cases Attributes Classes Default Acc (%)
Australian Credit card application 690 14 2 55.5
Breast-w Breast cancer (Wisc) 699 9 2 65.5
Bupa Bupa liver-disorders 345 6 2 58.0
Heart Heart disease 270 13 2 55.6
Ionosphere Radar returns recognition 351 34 2 64.1
Pima Pima Indian diabetes 768 8 2 65.1

We implement binarization and RCAT in decision tree generation. For both of the algorithms, we use
information gain as the evaluation function, and adopt pessimistic pruning and combination pruning to simplify the
constructed tree. Experiments are conducted by 10-fold cross validation, namely, for each data set, we use 9/10 of
data as training data to build the decision tree and the rest 1/10 as test data to evaluate performance, and report the
average results of these ten times.

5.2 Performance comparison

As introduced earlier, predictive accuracy and intelligibility are the most two important characteristics for a
learning algorithm. We compare RCAT with binarization from the following facets: predictive error rate, number of
nodes in decision tree (including interior nodes and leaf nodes), and building time. The parameters of RCAT are set

to LIMIT=10 and LIMITs=10. The experiment is conducted on Pentium 4-2GHz with 256MB memory, Linux OS.

Table 2 reports the empirical results. For predictive error rate and number of nodes, the results consist of mean and
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deviation values; for building time, we just report the average time of 10-fold cross validation.

Table 2 Results of binarization and RCAT

Task Error rate (%) Nodes Time (ms)
Binarization RCAT Binarization RCAT Binarization RCAT

Australian 15.801+4.61 14.061+3.28 37.4%6.5 12.5+2.8 39.1 21.9
Breast-w 5.36%2.56 4.93+1.96 13.6£3.86 9.6£1.9 14.3 13.6
Bupa 31.47+6.51 35.2948.43 40.21+6.8 13.1£2.5 7.8 53
Heart 19.26%6.49 16.67£6.11 154142 11.2£0.6 6.1 4.7
Ionosphere 10.00+3.09 11.14£5.63 19.4+45 8.8+4.4 62.5 36.0
Pima 26.84+3.93 25.7943.52 70.6+13.5 25.84+53 422 29.7
Average 18.12 17.98 33 14 28.7 18.5

From Table 2, we can see that for all of the data sets, the number of nodes in the binary classification trees
constructed by RCAT are much less than those built by binarization. For generalization, RCAT algorithm gets lower
error rates for four data sets than those of binarization, and the average error rate is a little lower too. These results
mean that RCAT algorithm can generate decision trees with higher intelligibility than binarization while retaining
predictive accuracy. For building time, all of the trees constructed by RCAT need less time than those built by
binarization. The reason is that RCAT needs no calculation of the information gain for every distinct values when it

processes continuous attributes.

Decision tree for Breast-w dataset Decision tree for Ionosphere dataset

Tree constructed by Binarization:
Cell_size <=2.0:
Nuclei <=3.0 : 0 (404]2)
[Nuclei >3.0 :
| Jelump <=3.0: 0 (11/0)
| |clump >3.0: 1 (10]2)

Tree constructed by RCAT(10/10):
Cell_size <=2.5:

| Nuelei <=3.5 : 0 (404]2)

| 3.5000 <Nuclei :

|| clump <=3.5: 0 (11]0)

| 3.5 <clump: 1 (10]2)

Tree constructed by Binarization:
Att5 <=0.0409 : b (670)
Att5>0.0409 :
|Att27 <=0.9999 :
| |Att3 <=0.0870 : b (5/0)
|Att3 >0.0870 :

Tree constructed by RCAT(10/10):

Att5 <=0.0414 : b (67/0)

0.0414 <Att5 :
| Att6 <=-0.8925 : b (17/0)
|-0.8925 <Att6 <=0.7955 : g (219]25)
| 0.7955 <Att6 :

Cell_size >2.0: 2.5 <Cell_size : | A8 <=-0.6727 : b (4]3) || Attl1 <=-0.2194: g (61)
[Nuclei <=3.0 : | Nuclei <=3.5: | |Att8 >-0.6727 : | 1-0.2194 <Att11 : b (16]0)
| |Cell_size <=6.0 : || Cell_size <=3.5:0(25[5) | | JAt3 <=0.7273 :

| | |Cell_shape <=2.0:0 (17|1) |
| | |Cell_shape>2.0: 3.5 <Nuclei : 1 (193]9)
| | [Mitoses <=1.0:

|
|
|
|
3.5 <Cell_size : 1 (31]7) [ ] ]| |Att24 <=0.2263 :
[ ] ]| ] A7 <=0.8512: g (47|1)
| [ 111 ] |At7>0.8512:b (2/0)
| | | | |Adhesion<=3.0:0(13[3) [ ] ]| JAtt24>02263 : b (53)
| | || |Adhesion>3.0:1(7]2) | ]| |At3>0.7273 : g (159]2)
| | | [Mitoses>1.0: 1 (40) |Att27 >0.9999 :
| [Cell_size 6.0 : 1 (21]0) | JAtt1 <=0.0000 : b (19]0)
[Nuclei >3.0 : 1 (193(9) | |Att1 >0.0000 :
| | |At3 <=0.6616 : b (9]0)
| | |At3>0.6616:
| || |Att8 <=-1.0000 : b (6/0)
| || |Att8>-1.0000:
| || | |Att16<=0.7253 : g (13]2)
| ||| JAtt16>0.7253 : b (4/0)

Fig.4 Tree constructed by binarization and RCAT(10/10)

Decision tree can be used to describe knowledge directly. Figure 4 gives the decision trees learned from all of
the cases in Breast-w and Ionosphere datasets respectively. We can see that the trees built by RCAT are much
smaller than those generated by binarization, and the knowledge represented by them can be understood more

easily.
6 Conclusions

Aiming at two-class problems, we explore a discretization method named RCAT for continuous attributes. It
uses binarization to get the multisplitting result through mapping a continuous attribute into another probability
attribute based on statistic information. Applying RCAT algorithm to a decision tree generation, we can get a much

smaller tree with higher intelligibility using less building time than binarization while retaining predictive accuracy.
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