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Abstract : This paper provides a denotational semantics to a subset of Timed RAISE Specification Language
(RSL) using Extended Duration Calculus (EDC) model. It adds some novel features into the EDC model and ex-
plore their algebraic laws which play the vital role in formalising real-time programs and verification of real-time
properties. Some algebraic laws of Timed RSL ere presented. which can be proved from the denotational seman-
tics, and be used in program transformation and optimization.
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Hybrid systems are interactive systems of conrinuous devices and real-time control programs. The design of a
real-time control system is ideally decomposed into a progression of related phases, It starts with an analysis of re-
quirements and properties of the process evolving within its environment. From these a formal specification of the
components of the system is derived. A high level program generated in the laier phase of the project is usually
translated into machine code of the chosen computer. Additional application-specific hardware components may be
needed to embed the computer into the system which it controls. Reliability of the delivercd system requires that
all the conceptual gaps between specification and implementation be closed.

For hybrid system a variety of [ormal methods have been developed, such as Phase Transition Systemfl',
Declarative Controlt®!, the Extended State-Transition Graph'® and the Hybrid CSP™1. However, it remains a diffi-
cult task to mix the description of quantitative timing properties with that of discrete changes of sequential
systems. An interval temporal logic with discrete time was investigated for presenting the kinds of temporal prop-
ertics and signal transitions that occur in real-time control programs. The behaviour of hardware devices can often
be decomposed into successively smaller intervals of activity™73. Moreover, state transitions of programs can also
be characterised by properties relating the initial and final values of variables over interval of time*, But in the
~ treatment of hybrid systems where the physical world evolves continuocusly, this approach seems inappropriate.

Furthermore, we lose some important algebraic laws of the guarded command language in that framework, such as
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induction rules for recursicns and the combination of assignments.

The RAISE Specification Languege (RSL)UY is one of the most versatile langueges for formeal specification,
design and development of software systems. However, it has na particular features for real-time applications.
This paper proposes a conservative extension of RSL for hybrid systems. based on the model of the Extended Du-
ration Calealus (EDCIUI. Our research is inspired by the pioneering work presented in Refs, {11~17]. The main
contribution of this paper includes

1. Some novel features which play the vital role in formalising stzble state of program variables and sequential
composilion operator ;

I A marhematical framework for Timed RSI. equipped with daley and time-out constructs, proposed in Ref.
[18];

3. Some algebraic laws of Timed RSL which play an imporiam role in RAISE method, especially in justifiva-
tion. -

The advantage of a model-oriented calculus is that it describes as directly as pussible, using the full expressive
power of mathematics, the observable and testable properties of the desired systems. These properties can be spec-
ified in independent modules, and can be assembled by simple combinators. Because both design notation and im-
plementation languages are also given model-oriented semantics, corrsctness can be proved by deduction,

The rest of the paper is organised as follows. Section 1 gives a brief account of EDC and revisits its main con-
stituents. We introduce some advanced features and explore their algebraic properties in Section 2. Section 3 pro-
vides a specification-oriented semantics for Timed KSL, and presents some algcbraic laws, The paper ends with a

brief summary and discussion.
i Preliminaries

Like in EDC, we adopt continuous time represented by reals
Time =4 Real

An interval is represented by [#1, #2] where £1.£26 Time and $1<¢2, We use Intv to stand for the set of inter-
vals, and ¢ to range over intervals, and 0. & and 4. ¢ 1G Tepresent its lelt and riglt end points. Adjacent intervals
can be merged using the catenaticn uperator —

=g oy 0 6oe=d5. b

(ur formalism mncludes the following hasic symbels. ach assoctated with a tyne Type (L ).

- Global variables represent constant (i. ¢. , independent of time) and are denoted by lower case letters .
FauessZ

- Btate variables represent functions on 7ime and are dennted by capital letters U V.. .. W,

- Temporal variables are identified as functions on intervals, and denoted by lower case letters w.v.. .. v,

- We use j,g.... .k for function names,

- Pags. .. 17 represent predicates.

A model .# gives the meaning of every symbol ;

- Global variable & is assigned a value <2 (2) : Typelx).

- S1ate variable V is interpreted as a time function . (V) Time—T'ype (V).

- Temporal variable v is associated with an interval function

A () Intv—~=Type ().
A specific temporal variahle / is used to denote the length of interval
ALI)= 40 e—F. b

- .4 assigns an s-ary function name f a function
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ALY Typey X .. K Type,~Type(f). Constants are 0-ary function names interpreted as their value.
- An n-ary predicate name p is & special function name with type Bool. Boolean constants true and False are 0-
ary predicate names interpreted as values trze and false s respectively.
Let k be a variable, Two models .#1 and .#2 are called to be h-equivalent, dencted by .#1=,.-#2, if for all
variables » different from A
AN )= AL )
The state expressions of the language are defined by induction. and interpreted as functions on Tinte.
- Global and state variables are state expressions.
-1f E,,...,E, are state expressions and f is an n-ary funetion name, then f(#;....,£,) is also a state ex-
pression
A (B S EN Gy = (YA EN (), #(E) (1))
The terms of the language are delined by induction, and inlerprewed as [unclions over intervals.,
- Global and temporal variables are terms.
-1t &y.... .8, are terms and f is an n-ary function name, then f(&,,... .8, is also a term
AL e WA E) = (IO 2t (F,) (D)
Formulae are interpreted as functions from intervals to the Boolean values true and false. The set of well-
formed formulae is generated by the {ollowing rules:
- Boolean typed terms are well-formed formulae.
- 811, .. 48, are terms, and p is an u-ary predicate name, then p(6),. .. 22,0 is a well-formed formula
AP Oy A2V (O) = ot (3 (B (0) 40w 2 (G,0(0))
- If F and G are well-formed forraulae, so are 1 F and FAG, F~Gand 3 x+F, where z is a global variable.
AE~GYoY=p a1, 03r0= (0, ~5) N A (F)a)) N A G ay)
(D 2 TN = gy T A () A (A=, 4P

All the usual logical connectives (disjunction, implication, etc.) and quantifiers can be defined in interval

term.
FNVG=4—1 (A FA—G
FesGe gy m FN G
Vol =4 (3 a0 F)Jjo

The modal operators <> and [} can be defined in terms of the chop operator. The formula <»F holds on the in-

terval o if F' does so on one of its subirtervals.
<G F = true~ (F—~1rue)
The formula [ |F holds if ¥ holds on all its subintervals.

OF=4 < F)
Let & be & Boolean typed term. Define

PO G= (FAON(GA 8

In order to avoid an excessive number of parentheses the following precedence rules are used:

first. real npAaratars
secend ; real predicates
third ; =,<,0
fourth; ~

fifth, A
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sixth. <TH>
seventh; V
eighth; =
ninth: Y3

2 Advanced Features

2.1 Greatest lower bound and least vpper bound
Definition 2.1 (Greatest lower bound .
Let & be a set of formulae. We define its greatest lower bound [1.5 by
ANIFWM12D =03 FES a(F)(1 2]
[1 can be defined algebraically by the following law ;
(glb-1) F= 15 iff F<X forall Xe5.
The greatest lower hound operaror distribures over ~.
Definition 2.2 (Least upper bound?.
Let & be a set of formulae, We define its least upper bound 1.5 hy
AUF) (12D =0 FEF A F) 11,021
L} can be defined algebraically by the following law .
(Iub-1) F= |5 iff F=X for all X€.#.
2.2 Initial and final values
Definition 2. 3 (Initial and final values).
Let V be a state variable. We introduce two terms b. ¥V and e. V defined by
A VY2122 D= p B (VI (21
A e VI 212 )= pd® (VIUZ)
For a state expression E . its initial value b, £ and final value e. E can be defined in the same way.
b,V and e. V are subject 1w the following laws;
(V-1) Gintermediate value} (FAp. VI ~G=F~{ph. VIAE)
(V-2) (initial valued  (pW.VIAFI~G=pb. VIA(F~G
(V-33 (final value) F~(GAple. VII={F~G)A ple. V)
(V-4) (point value) (=0 Aple. VI=ph V) A (=0
2.3 Stahility
Definition 2. 4 (Stability)
Let S be a Boolean state expression. Like in EDXC, a Boolean typed term [S7 is defined by
A ST 122D =4y (1<TBZ AV 1€ (L a12) (5 3(2)
The following law indicates that [. | is a derived operator.

(sth—2) (stability and initial valuc)

[$]= 11 (>0~ A1 b S~ (C20)) AL>C
[ T eniovs the following algehraic properties,
(st5-1) [true]= (/>>0)
(seh-2) [false ] —false
Gs2b-3) [ AS =TS TATS: ]
We define
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LS = 8Yi=0 ISl=ub. SA[S]Ae §
[S1=ul51Ae S LS)=ulSTVi=0
Z, 4 Left amd right limits
Definition 2. § (Left and righ: limits).
A srate variable V is finttary if for 2l models 27 and all lime intervals o, ¢ can be divided into finite namber
of sub-intervals, so that #(V) keeps constant in each sub-inierval.
We intreduce the left limit ¥ and right limit Vofa finitary state variable V as terms defined by
AV Lete2)y=c 3 80V =e D{[21 = 8.:1]) =true
A8 D~ D S0 (LY —c D202 1 8)) = traee
For a state expression £, jts left limnit E and right Lmit T can be defined in the same way.
The concepts of limit are eaptured by the following laws.
(limit-1) {removal of limir
(FAPTD~GAUTZON=F~(GCAT x+(plad ATV=rT~trned 1)
FAUSODI~(pWIAG)I=(FAT 2+ (pl)Altrae~{V=x ) ~G
imn-2) (Nimit of rcompasition)
Fm (G A p(V)) = (F~GY A p(F)
FAPTN~(GAU=0N=(F~CAU=DINApT)
(FA=0~(p(TAGD =pV) A (FAL=0)~G)
(p(PrAFI~G=pIAF~5)
We define ~S)=aSALSILS T=0lSIAZ. 1S T=05A1S1AS
3.5 Hiding state variable
Delinition 2. 6 (Hiding stare variable).
Let ¥V be a state variable. Define
LAV .2 D=3 A (FY 2D AL A=)
(3 -1 (distributivity)  (VEFY and (V& G), and (e. VEF) or (b. V&G vthen
[(V-Fr~QV-Gr—3 V-(F~()
{3 -2) Ceonjuncrivity) i nore of {V,V,V! occurs in both ¥ and G, then
FVFAG=HVFIAQI VG
{3 -3) (extension of scope) If the state variable V is pot mentioned in Gy then
AV EI~GC=F Ve (F~GD
CAEBV-FI=3 Vel ~F)
(3 -4 (hiding and substitution)
F=3 W {FW/V_AIW=V] A W=V A (W=
Corollary. H V& F and V&6 then
F=AW-FW/YIAIW=VIA F=Vn
G=3 W (GTW/VIALW=V]AN F=V)
2.6 Chopping points '
Definition 2. 7 {Superdense chop).
Let F and & be formulae of state variable V. Define
FoGmad VeV GFIVOVIAWY — VoA T F O A V=20~
GV VIAY =V AT =Vo h (Fe=a))

The ehop operator —~ is used 10 compose the continucusly evolving hybrid systems, whereas the relationel

© hIERRS

PFUFEHT  http:// www. jos. org. cn



FE F ok R RN K8 B G RSL #3455 L 807

composition operator is used to model the sequential composition of imperative programming languages. The fol-
lowing theorem states that = can be seen as the product of the chop operator ~ and the relational composition op-
erator,
Theorem 2.8. Tf ¥ and ¥ do not oceur in & nor ¢, then
(FApV. V)« VWA =(F~G)AT 2 G Toad Aelas PO
Proof.
LHS {(3 -2) and Def. of =}
=1 @V FIV/VIALY =V AT VT =VDA V=0 Ap(, VDD
~@A VGV VIALV =V AT Ve (P =VDA T, =) Ag(V V00
Corollery of (3 -4)}
=3 2 (FApF,2))~ (G fglx. T} imit-2)}
=RHS L
Theorem 2.9 ( » and ~)
¥ V&EFand V&G, then F « G=F~G,
s zlso enioys the following familiar algebraic laws .
Theorem 2. 10.
(1) (associativity) (FeG)e H=F (G H)
(2) (unit) FI=F=J-F, where I=5,U=0AV=%)
(3) {disjunctivity) Fe (GVH)I=(F - GIV(F+ H)
(GVID) e F=(G - F)ANH = F)
(4) (zeroc) F - False=rfalzse =False : (;
{5 Cinitial stable stated (VI ALY - C—p(WPIACE - O
(6) (final stable state) F < (GAg(FN=(F » (53 A g
(7) (consistency) (K A7 (V1)) o G=F ¢ (r(VIAG
(8) (invisible stable state) If V&F and V&G, then
(FAF=3)) e G=F~GC
Fo (V=3 AGI=F G
(FAT =30 (F=23 AG)=(F~GIA (p=2)
2.7 Weakest fixed points
Detinition 2. 11 (Weakesr fixed point)
Let @ be a monotonic mapping of formulae. We define its weakest fixed point by
pX @K =, F|F=Q(F)}
From Tarski’s Fixed Point Theoremt- it follows that gX «@(X) is subject to the following laws.
{p-1) (fixed point) DX P(X)I)=1XP(X}.
(p-2) (weskest lixed point) If F—>&(F), then F—>pX B(X),

3 Denotational Semantics of Timed RSL

In this paper . we consider a subset of Timed RSL expressians. which has the form.
chaos [stop [skip [r|v.—r|P; @/ let x—P in Q end|cc |wait r|
PI1Q [if r then P else Q end |[Jie/G. [ while r do P end |PIQ P 4 Q
where r ranges over read-only expressions, i. e, expressions not involving assignment, input, cutput or wait, v
over variables, P end Q over expressions, x over bindings (a binding is  structure of identifiers, possibly grouped
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by parentheses), ce over inpute and cutputs of the form ¢? or ¢ir. G, has the form C,, M., where C, ranges over
expressions of the form; let x, =<c; in P, end, M, over expressions of the form wait r.i1 Q. [leg Gi is defined as
stop.

In RSL, sequencing (1) is a derived notion, and it is defined in terms of let. We include it 10 give a conven-
ticnal presentation.

The semantics of a Timed RSL expression is vbservations ou its channels, and observations on its variables
and return value when it terminates. We will use the lollowing observables .

Tr: a slale variable representing the seguence of communications which have been recorded so far, also

called zrace. We use Tr 4 A to denote the subscquence of 7' of communications on channels in set A.

V:: a siate variable recording the current value of Timed RSL variakle v,.

V. the binding of 2ll state variables V.. (V, ..., V..

z:  the hinding of glebal variables corresponding to Vi {u, ...,

(¥, a texm constructed by replacing each occurrence of Timed RSL variable v, in the reed-only Timed RSL

expression r with temporal variabie ¥, each ocewrrence of Timed RSL identifier z, with giobal variable
It is used to map a read-only Timed RSL expression to an EDC term, using the current value ol all
Timed RSL variables,
W: a state variable recording the value returned by a terminating expression.
Ref, a state variable recording the current set of communications which may be refused by the expreasion. An
element ¢,7(c;!) in the set represents that rhe expression may refused input from (output to) channel ¢.
ok: u giobal Boolean variable recording the observatinn that the expression has been started.

ok’ : a global Boolean variable recording the observation that the expression has finished successfuily.

warit: a global Boolean variables which is true when the expression is asked to start in a waiting state of its

predecessor.

wait'; a global Boolean variable, which is true when the expression is in a state waiting for communication

with the environent,

We use an EDC formula 10 define the semantics of a Timed RSL expression. Since the execution of & Timed
RSL expression can never unde any communication performed previously, the trace can only get longer. A formula
P which defines the semantics of a Timed RSL expression riusi therefure imply this fact. So it satisf:es the healthi-
ness condition :

(H1) P=P ARl where
R1—=u3 s+ (Tr=sA (s Tr Ab. Trle. TrI A U=0Y e, Tr=l5) A Tr<lTr)

where | F=,, —1 ({>>0~ 71 F~true).

Theorem 3. 1. R) - R1—2R1.

Definition 3. 2 (Sequential composition).

PiQ— 3 wou AP “wo fwait yok' .~ Qlw e fwait vok 1

The main purpose of global variable wait’ is to distinguish intermediate observations from the observations
made on termination. In seguential composition, the intcrmediate chservations of £7 are also intermediate cbserva-
tiens of P3Q. If Q is asked t0 start in a waiting state of P, it leaves the state unchanged, 1 e. , it satisfies the
healthiness condition .
(H2) P=—ICwant[>F where II=,
(true b weid' =wan ANTr=Tr AV —V A Ref=Ref AW —WAI=0) AR
and P +F Q= ok A P=20k' AQ.

© HEFRES AT http:/ www. jos. org. cn



FHE F kMR K E T RSL #3578 3L 809

Definition 3. 3 (Healthy formula). P is healthy if it satisfies M1 and H2.
Theorem 3. 4. F is healthy iff it satisfies P=&¥(P) where
SE(XY =0l <zvaiz]> (X A RE)
Theorem 3. 5. For any ETIC formula P. J&7(PY is a healthy formula.
A Timed RSL expression must conform to the basic healthincss condition of sequential processes, that it
makes no predictivn abuut a provess that has not siarted (except that the race can only ger longer); and it is mono-

tonic with the variable o4’

(H3) P=PY kN RI
(H4) Pfalse/ok’' = Ptrue/ok’

Definition 3. 6 (Healthy design). A healthy design is an EDC formula having the form. 5272 - W <Jweart' [>
T). @ will stend for the sct of healthy designs.

Theorem 3. 7. Healthy design satisfies /73 and 4.

If a Timed RSL expression described by a healthy design 4% (P W < wait' [>T starts and its behaviour is
nut divergence as described in 71 P, it will {inish successfully and its waiting behaviour is described by W, its ter-
minating behaviour is described by T, Therefore. we use the following definition of the semantics of a Timed RSI.
expression I,

Definition 3. 8 (Semantics of Timed REL expression)

IPl=p22 (0 1P Ty~ TP T pe]wait’ TP 1.0

where [ P14=Rl and 1P 1Rl and T PJ.—>RI.

Theorem 3. 9 (Closure of glb and lub)

) [1:8°P 1 W, <waie > T = 20012 - (LW, wait B 11,7,

2y Ut (P b Wo<Jwait' >T,)=3CC, P - Ui P=W < wail [> LU, (F=>T,)

Theorem 3. 10, Healthy design forms & complete latrice.

The weakest fixed point of a monotonic mapping of healthy designs can therefore be defined by: pnX +@(X)
=4 H{D|D=&(D).,D& &),

Theorem 3. 11 {Refinemenr ordering}

IPT=0Q1 iff

([Pl QT A TPl T QT ¥ [ QD ww? ACEPT =0 Q1uuVEIQIDWY
Corollary 3. 12.
LPl1=TQD) iH{(IPN=0QIl DA WTP] W VIPT )~
QT4 TQ1uMDIACIP JunV Pl =(1Q 1.V I[QE.))

Definition 3. 13 (Equivalence). Twe Timed RSL expressions P and Q are equivalent, denoted by P==Q,

which is defined hy

P=~Q=,0PI=[0QT.
To define the semantics of Time RSL expressions, we use the following abbreviations.
An expression is stability, if either the length of interval is zero, or the trace remains unchenged in a right
closed interval ;
Sth*=43 s+ Tr =5 [
Setf =43 s+ CLTr =5
Here Sef describes stability in waiting behaviour. while St describes stability in terminating behaviour,
where the right limit of trace may be changed by communaication.

The output of an expression is the right limit of the trace, all state variables, and the return value when it
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terminates ;
Olpev, )=, Tr=p AV=vAW=uw
Chaos. The expression chavs is the worst expressions whose behaviour is toially unpredictablie
[ chaos § =57 (false I true wait' [>true) = F¥ (true)
Step. The expression stop never communicates with its envirenment. It does nnt diverge but stays in idle
forevar, for it does not pursue any internal computation nor serminate ;
T stop 1 =, &% (true + St5™[>wair’ < false?
Skip. The expression skip terminates immediately and returns the unir value (O of type Unit;
[ skip 1 — ,.5% (true | False <'wair’ “>1=0 A O(Tr, V,00)
Read-only expression. The read-only expression terminates immediately and returns its value evaluated by values
of the left limit of all variables,
I+ § =% (true I false <Jwait’ i=0A0CTH, V. tn
Assignment. The assignment expression v, . =r terminates immediately, changes the value of v, to the value of
r, and returns unit value (3 of type Tnit.
T e=1 1§ =8 (true + false<|zmit [>/=0A QT V-V /v, ], 00
Sequential composition. The sequential composition P Q executes P first ansil it terminates and then runs Q.
(PiQl=xIP1:0Q]
where ; on the rigat hand side stands for the sequental composition operator delined i Definition 3. 2.
Theorem 3. 14 (Sequential composition)
QT = (EPT e IQI,DY IPTa
UPsQ luer—(EP e 1 Q0! VIFPD e
[PsQl=C0P D, - B Q1.0
Local identifiers can be introduced by existential quantificr:
Tlet x=PinQend] =, IP],3 -ta=WATQT)
It can be proved that if x is not free in Q then F; Q~let x=F In Q end. This is the definition of sequencing
(+) in RSI..
Theorem 3. 15 (chaos, stop. skip. assignment, and sequential composition)
(1) chaos; P=chans
(2) stop; F=stop
(3) skip: P=P
Y vi—ays v —1pmv =rgln, /v ]

Proof of (1). Wec use “PL” to refer to Predicate Logic.

1. [ chaos ! {Def. }
=2 (False - truel>wwait' [>true) {PL}
— B RLY R Sewidt! >R

2. [ chaos | o= T chaos 1 ,.,= [ chaos ], =R1 {1, Def, 3.8}
3. [ chaos; P {2, Th. 3.14}

=S (R TPV RDEFRI [P ladV R1Cweit! 2R - [P U
{Def. 3.8, Th. 2.10(3), Th. 3.1)
=F (Rt R < roait' PR TPT.. {Core. 3.12!

=R FRI<wai PRIVRL TPT.D iDef, 3.8, Th. 2.10(3), Th. 3.1¢
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=&°( 1 R1 + R1<Jwait' [>R1) 1}
= [ chaos }

Communication. The communication expression is stabie while waiting for synchronization with its partner.
As soon as its partner is ready, the communication will take place, the trace will be updated, gnd the time elapsed
while waiting (and the value received if the expression is input) will be returned :
Le? | =4pdctive({c?:dy Te?']
Delt 1 =adetive({ct}dy Tei’ 1
where
Active (Y= 2ZF (true F WO <zwait' [>T
WACY = Seb AL[CN Ref= 13T

T(C)=43 (St AN[CMRef={TAI=2 AT,V o0
[e?’ 1 =, (true + false < zeait' [> [ 2’1,
[e?' Bl ms U=0 AT <c.ms Vo G W)
Dele’ | =qp27 (true |- false<Jwwait > [ cle' 1,3
Lot 1, =ol=0AO(T (e r (V) V0
Here Active(C) describes the stahle hehaviour while waiting for synchronization with its partner {not refusing any

communication in the set '], When terminates, it returns the time clapsed while waiting. [ cc® 1 describes the

occurence of comnuuicalivn al 4 lime point.

Theorem 3. 16 (communication, assignment and sequential composition)

e?;vi=r; skip=v:=r; ¢?; skip

Wait. The expression wait r remains idle for r time units, and then terminates with return value unit, leaving
all program variables unchanged. Here ris a read-only expreszion of type Time, which is defined as the set of all
nen-negative real numbers ;

T wait r I =, ActiveC! D[ (V3]s [ skip 1

where Active{C) [e]= -2 Urue  WIC) A L<Telwuid > T(CY Al—e).

Theorem 3. 17 (wait and sequential composition)

(1) wait O==skip

(2) wait r); wait r,~wait (r, +r;)

Procf of (1), We use “ITL.” to refer to Interval Temporal Logic.

[ wait 0] {Def. }
=Ztrne F WD A< 0T oadt! T AI=0, [ skip ] {ITL. Def. }
—~ 2 (true b false Jwait’ [>O(T+ V.00 Al=0;

Prtrue + false wait' > 0(Tr ¥, O) Ar=0 {Th. 3.14, Th. 2.10(4)}
=grtrue t false <reai' [> QCTr .V 00 AI=0) - (OTr, VO AI=0) {Th. z.8. ITL}
=2 (true - false<Jwair’' [> (O(Tr.V, () Al=0) {Def. }
= [ skip [

Internal choice. The expression P[JQ behaves like either P or Q. The choice hetween them is made non-
deterministically ,
fFIQI] -4 [PINVIQI
Conditional. The expression if r then P else Q end executes P if the initial value of r is true. otherwise it exe-

cutes Q instead;

FifrthenPelse Q 1= 1P 1<+ (V> 1Q1
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External choice. The expression ¢/ Mot x;=cc; in P, end is willing 1 do 21ty communication described in the
ser C={c,2lec is ¢0.i€ 11U {e, ! oo is ¢ 12,0 C T) until one of them (for example co) occurs and executes the cor-
responding expression (P,) .

T Dielet 5, =cc. in P, end 1 =4 Active(C); Vie: 0ol x;,=cc” in P, end J
The expression [Jiertet x.—cc, in P, end [[ie; wait r;; Qs willing to do any communication described in the set {
defined above uniil one of them (for example ce;) occurs and executes the corresponding expression (P;) or the
fastest weit expression (for example wail ;) terminates and executes the corresponding expression (Q;) .
I Oe rlet x;=ce, in P; end[1[],c ,wair r;iQ; 1 =,
3 reler=Min,e.(r, (VD) A (Actine (@) 6 oV ooy Tlet x,—co, in P end [ 3V
(Active(CI0D Ve, (T Q, T Ar; (WD =r23)
where Active(C ) (&) =57 (trua F W (T A< e wait' [> TWD A 1<e).
Theorem 3. 18 (internal choice and external choice)
let x,=cc, in Pend (] let x,=cc, in Q end=~
let x,=cc, In P [IQ end

Iteration. 1t can be easily verificd that the conditional operator (< (VI[>) and the sequential operator (;)
are monotonic, s0 we can deline the semantics of itcration as the weakes: fized point ;

[ whilerdo Pend 1 —me X-CCLP U X)<Ir(Fol> Tskipl)

Theorem 2. 19 (skip and iteration)

while true do skip end==chaes

Concurrent composition. In the expression P|/Q, P and Q are assignment disioiat, which means neither of
them can write variabies that can be read or written by the other. Both of them return unit. They are executed
concurrently unti! one of them terminates, when the other continues. When a communication can take place, it
will oceur 1mmediately. This is so called maximal progress. The communication hetween P and Q e not visible.
We use a(l’) to represent the set of variables P can access, and 1se V,.p instead of V.

a(PIQY=a(P) ) al@)
MPHQ Janm=ur3 RefssRefs Tro: T (TP DE0IA 1QIS[IIVIPDL0JA QI 0]V IQIE0]Y
[QNlIdACTPIE 0]V IP IRl - R
FPRQ T =0i3 Refo Ref 13 T Tr - [ PT2[0IA EQRE[E]Y
TP Toe[32A 0QIEIIIV IQT W DIIA TPI5 D
TPIQ T m=y3 RefosRel »TrasTr e (IP T LCTA QUL 1TV [QI.LLIIA NP L]
where
TPNELD =s [ PLsaliJA Cone
[P0 lil=u TP D[/ IA Cone
[P 0ali]—eCTIP D[~ CIdie ()Y A Cone
PP L0 ]=s (0P [ - Cldie' 6D} ACene
PLis—iPLRefi/Ref J[Tri/T7]
Cone=sMaxpp NI 50855 (Tr=s A Tro=s, A Tri=s A
LiTr =52 (Try— s CEr — ) AReS=Ref N Ref [
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Mazp=4N | 1T E&ReFohe: | E RS Ve 7 & Rl Nl & ReFD [
Olle—artlly = arie}
={x An€ Gl TV
U [ D =a 2 u 2= Au€ (Lad ") ¥
=G Aa=yAu€ Gl
Cldie”G)=g43 s, (L Tri=5 [
Cldle () = CLdle™ (D) AV o= Vs
o= 4a(P)  &=.0e(Q)
Here Maxp represents the phenomenon maximal progress, Conc describes the concutrrent execution, the last line of
| definition between traces in the braces hides the communication between P and Q.
In RSL, channels can be hided by lowal declaration, so thai they are not visible cuwside the local expression.
We use PNA to represent the expression P which has the set 4 of channels hided by local declaraticn:
IPAlan=ar TP TundA TPNA D =y [P DueNA [ PNA D o= [ F DA
where P\NA=4; (PAT s(Tr=s AL(Tr—3 4 A= O T I[Ref — {eitreit10:C A/ ReS L
Theorem 3. 20 (communicatien , concurrent composition and hiding )
(1y1et (x,t;)=c? in P end || let t1;=c!r in Q end==
let (x.t.)=c?in P | letr,=c!r in Q[t,++ /5, ] end end

(et t,=c!rin Q| let (x,t,)=c? in P[t,+1:7t,] end end

[Jwait 0; let x=r in PLO/t, JIQ_0/15] end

€2) (let (x5t;)=c?in P end | let tx=clr in Q end\ici=

let x=r in (PL0/t,_||QLo/t: D\{c} end

Interlocked composition. The interloclked composition P | Q is similar to concurrent composition, however,
during the concurrent execution, any external communication is prevented. The semantics of interlocked composi-
tion is therefore defined similarly to thar of concurrent composition. except using the redefined [ P 135[¢] and
TP1:.[] using Lock instead of Cone, LIdie” and LIdle' instead of (1dte™ and Cldle'

CIPTa=sCUP DL LA Lack) « Lldle ()
CPUli]=ut t P UuwliA Lock) = LIdie (i)
Lock=yMazp AT s+ (L Tr=s ATr,=1+ [
LEde Gy =y3 svse 0 (Tr=s A Trims N Trim= s, A Tr—s=Fri,—s ATri=s, ARef=Ref,_. [
Lidle (D= LIdle () AT, =V,

Note that we assuzne the concurrent or interlecked compasition of P and ( can not cause infinite communica-
tions peeurring in a finite interval, which is divergence. "I'hereforz, for example, i P is an infinite loop of a single
input, Q can net bc an infinitc loop of a single output on the sume channel.

Theorem 3. 21 {communication ané interlocked composition)

let (x.1;)=c?in P end et t,—c!r in Q end=
let x=r in P[0/, JH QL0/t,] end

4 Discussion

In this paper, we have given a denotational semantics to a subset ol Timed RSL cxpressions using EDC with
advanced features. Some algebraic laws of Timed RSL which zan he proved from the denctational semantics are

presented. To effectively reason about Timed RSL programs, we need a set of high-level syntax driven proof
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rules. More case studies will be helpful,

Our work is a part of the Timed RAISE Project. RAISE is not ouly a specificalion language, it also includes
the RAISE development method™ and RAISE 10els. The methed of developing Timcd RSL speeifications and ver-
ification tools are aleo important research wotk for extending RAISE to Timed RAISE.

There has been some related work where semantics of several lunguayes have been formalised using appropri-
ate extensions of Duration Caleulus. A semantics for an OCCAM-like language was defined in Ref. [17] using DC
with super-dense chop, where the semantics was delined by two DC formulae , describing terminating and nan-ter-
minating behaviours respectively, Pandya, Wang and Xu'**) defined a compositional semantics of Sequential Hvbrid
Programs using Duration Calculus with super-dense time, fixed point operators and infinite intervals, where the
semantics was defined by a single DC formula. They used a mixture of weakest and strongest fixed points 1o define
the semantics of iteration.

In this paper, we define the semantics by a single DC formula, which is composed by three formualac describ-
ing divergence. waiting, and termination respectively. The semantics of iteration is defined bv a single weakest
fixed point. The advantage of our approach is that we can establish a link between the untimed refinement caleulus
and our titned one. which preserves the laws of untimed programming. In this pzper. the super-dense chop 1s a de-

rived modality, so thar we can use the properties ol (he original chop to get a set of theorems for it.
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