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Abstract ; This paper gives an improved algorithm of Aiterate bit allocation algorithm in wavelet-based image
coding » which is based on the statistical characteristic of sub-band black after wavelet transform. The algorithm
uses the concept of A-sequence to simplify the calculation in search for optimal value and significantly speeds up
the convergence process of the algorithm.
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Wavelet-based image coding hzs received popular attention in recent years'' . In a wavelet-based imzge cad-
mg application where the compression ratio is restricted, the efficient bir aflocation algorithm given by Yair
Shoham and Allen Gershol? (called A-iterate alporithm later? iy often used to do quantization and bit allocation
work for image blocks after wavelet transform™', In a concrete coding process based on the characteristic of blocks
after discrete wavelet trauslorut, we propose in the paper an improved algorithm to reduce the tme needed 1o find

an optimal bit allocation method.
1 A-Iterate Algorithm

Wavelet-based image coding could be realized through #-dimentional Mallar algorithm™®. Figure 1 is an cxpla-
nation of the 3-layer decomposition of an image. Each L., Lif, H L, or {1H, block represents the layer decomposi-
tion in different seales, directions snd [reyuency bands. A compression is icalized by doing different quantization
and bit allocation work for different blocks.

A common way of finding an efficient guantizeticn and allocation scheme is the method of objective func-
tion 7!, that is, the best scheme is got when an objective function reaches its extremunu. A general mathematical
description cf the question is as follows.

Let § be the [inire set of all admissible allocation vectars. Let H () he some real-valued ‘unction called the
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ohjective lunction o &, defined for all allocation vectoms & 5. Consider

she following problem (called the constrained problem),
LH, Given a constraint R, find
L, | i, ROBY<R, {1a)
subject ta
H(B‘)ST;?“!L’B)} (1h)
HIL, HH, A-iterate algorithm could be used to find the optimal stratzgy. The alge-

richm ts based or the following theorem;

Theorem. Find anv 4220, the solution 5 % (A2 v the unconsrained
Fig.1 An explanauon of a 3-

layer decompusition of an image problem

min{H (B) HiR (B} (@
is also the solution to the constrained problem (17 with the consiramt & =R (B = (1)), that is. with K(E3<IK(A
# (A)). To simplify nowticn, we define K * (AD=R(B * (A)),
What the theorem says is that to every noanegative &, dere is a corresponding rorstrained problem whose sc-
lution is identical to that of the unconstrained problem, Then . if we find a proper A, we also find the optimal bit &l
location stralegy.

In fact, there exists an efficient A-iterate algorichm o fiud the A destred as described in Ref. [1].
2 Improved Algorithm

In the application of wavelar-based image coding . assume the source wmege is divided into & frequency blocks,

then (2) is couverted to the following formula,

M M N B
min{ SIW.a ) +A > b b =min{ S WLcay+ b | &
£ex T T io1 aes

where M is 1the numbe- of the blocks and W (%) is the objective function (uarmalized quantizer function) of the k-
th block in some allocation scheme. & is che allosated it number for (he block, We can see Irom furmula (3) that
to make the whale objective funcrion tzhe minimeal value, the unigue objective [unction for cach block should be
minimized.

For different A, {inding an optimal valae in cach possible quantization scheme means finding the solution of the

following formula.

nn ‘{f = DAk {10

i€ fil.n
r is the mzmber of the possible guantization sthemes . £ 15 the o2jective function of block ¢ 1 semie aflocation

scheme and R Is the bit number for the block in the sclieime,

Formula {(4) is a regular straight line cluster in f— A caordinate plane, as shawn in Table 1, the data of which
are selected fzrom L1 block of the image Lena.

We can sce from the :able and can also mathematically prove ™y with rhe inerement of scheme sequence num-
ber i, R, increases proximately like an arithmetical progression end D, decreases like a geometric progression In
f—A evordinate system, the cross poirt A of two straight lines is got by the following formula.

DDy, (1D, .
Am TR T A {5

d and » are respectively tolerance and ratio of the two prograssions. We cun see decrease property of A from the
formula. That is. cross peint of lines with bigger slope has smaller A value, as shown in Fig. 2. We can gce from
the figurae that the envelope of the line clusters is constructed by a sequence of seams, which gives the final solution

of formulz (2). We can improve the algorithm based on ahove property.
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Table 1 Relationship of /v N,, R and D,
Scheme £ Quantize phase N, Bit allocnted & Objective function I
0 MQuant[61=10 Rate— 0. 0GOQ00 Lhst=6655633K%. YIRh0A
1 NQuant[17==] Rate= 0. 145522 st — 26416724, 417641
2 NQuant[2]== Rate — 11D, 808860 Dist=D5740v41. 454754
3 NQuant{3]=7 Rate=188. 742111 Dist=1711893, 428406
4 NQuam[4]=15 Rate =234, 826577 Dist = hO3270. 766397
5 NQuant{51—31 Rate - 324, $26691 Dist =112343. 139275
6 NQeant[§]=83 Kate=350. 334164 Dist=27223. 325644
7 NQuanil 7)=127 Raie=479. 77581480 Nist =6309. 574064
g NQuami[ 8] =235 Raw=7522. 643054 Dis1=1630. 085237
9 NQuant[ 9]=511 Rate=588. 304833 Dist=400, 401301
First, formula (4) is represented as a simple curve
¢luster and 4 value of all the cross points can be calcular- I
ad easily when douing preprocessing. T is clear thar A val-
ue is & ecreasing sequence when scheme sequence nnm-
ber / increases, as shown in Fig. 2. We call this sequence
as the 4 sequence of the block. And fer a single block,
since we core only about scheme code hut not a conerete i ; ;
Avalue, what we need 1o do is just to compare current A A3 A7 76 Ao Ey T

wich pre-calculated J sequence of rhe block and siop Fig. 2

searching when finding first sequence value that is smaller than current A This means we get our optimal solution.

Description of A sequence

Serond, hecause a bilateral approach algurithnt is used in A-iterate process, an optimal value for previous 4
could help to decice the initial valne of current A, Due o the decrease property of A sequence, for every single
bicck, the optimal scheme cade {or carrent A 15 surely between carremt A high and A low. So search can be dene on
scheme sequence nuruber satisfying the following formule. This speccs up the provess more.

P IS - RN ('6)

All the above discussion is from the angle of purely svirching process of single 4. From the angle of reducing
eration times, we can still accelerate the fterative process. Lhe fact that most energy of source image is in (he
bleck LI means that it needs more bits for guantization. So raking z A sequence with relatively high precision of

yuantization is ulten a goud choice.
3 FEvalnation

The following table gives a comparison between customzry and impraved algorithms, In our experimem we
use 256-gray level image of 256 > 256 or 512+ 512 and do a waveler decompositien of 3 layers. The data quantity is
relatively emall and the algorithm is rapid. The time value in the able is the sum of 5000 iterations.

Tatie 2 Experimental resulr

Irmage Constrained ratio Originat 1ime (seconds) Improved time {seconds}
Lena (256 % 256) 8 15.77 2,20
Pep (256 » 2561 6 14, 31 2.08
Lena (5.2 % 512) 3z L2 &5 2.06
Barbaras {512 % 512) 64 12.52 2,21

We can see from the date in the tble that the improved algorithiy grealy speeds up hierative process with e
gain of ahout | 1o 7 times . while coding effect (compression ratio &8 PSNR) is exactly the same as hefore . as can he

seen in Fig. 3. Experiments on many other images give the similar result.
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(a) Original image (b) Rebuilt image
Fig.3 Original and rebuilt versions of the image l.ena (512 * 512) compression ratio= 32, PSNR=32. 77

There is potential to improve the algorithm further. For example, using predictive technique in A-iteration

process may still reduce the iteration time.
4 Conclusion

The improved A-iterate algorithm proposed in the paper significantly speeds up the process of bit allocation in
wavelet-based image coding. If combined with rapid algorithm for other phases of coding, it may greatly reduce
coding time. The algorithm can be used in not only image coding but also many other set allocation application
fields, provided the set of quantizers and quantized items has the same data property as described in the paper,
such as those described in Refs. [9,10].
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