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Abstract; PVM (Parallel Virtual Machine) soitware is one of the most popular software environments used
on parallel workstation cluster system. Howcver, with the rapid increase in the speed of local area networks as
well as in the performance of workstation, PVM, which is bascd an the low-elficiency internal and the low-effi-
ciency communication protocol, has become the bottlencek of the cluster systems. In this paper, it is explained
how PVM restrains the perfarmance of clusters, by pointing out and analyzing the limitation of PVM"s mechanis-
m. Then the details of the design and implementation of HPVM (High-performance PVM) are given, which is
based on a high-speed reduced comrunication layer named FMP {(Fast Message Passing).
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With the fust develapment of the technigue of microprocessor and storage , the performance of workstation and
personal computer has been increased at a rate of 50% per year while the price is keeping decreasing. This leads ro
the generation of a kind of parallel computer system named Workstation Cluster or NOW (Network of Worksta-
tions ). Because of its low price, high scalability, and high usability, the cluster is becoming a popular kind of
high-performance computer system both in research and in business areat 3,

Parallel software environment refers to the environment that enables users to program and run parallel appli-
cations in the cluster system. PVM (Parallel Virtual Machine) iz a typical nne. It is developed by Oak Ridge Na-
tional Laboratory, University of Tennessee, and Emory University. It supplies a parallel programming environ-
ment , making the network communication transparent, and supporting a flexible paralle] ecomputation over hetero-
geneous workstation cluster. The computers with different architectures . connecting with each other and under the
control of PVM, can act as an integration. In the sight of users. the cluster is just like a single computer. These
characters make PVM become one of the most popular programming environments of the cluster systems.

However, as the design of PVM pays sn much artention to the software’s applicability, the communication
performance is decreased to a great degreet®™. Tn order to achieve some convenient functions and to adapt to the
different architectures of the computers in the cluster system (the cluster is called hetercgeneous cluster), PVM is
hased on a low-efficiency communication and some complex mechanism, which increase the communication over-

head greatly. Especially because of the rapid improvement of network techniques, PVM is far away from taking
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{ull advantages of the high-speed and the srability of the advanced network. As a result, the communication per-
formatice of the cluster is affected, which limits the efficiency of parallel computing, the adaptability to the applica-
tions ; and the scalability of the cluster.
Thus, it is impartant to study PVM and te design a special programming environment with high-performance
for homogenecus cluster. The environment which we have designed is called HPVM (High-performance PVM).
In this paper we lirst analyze the PYM system and f{ind out the mechanism unfit for the homogeneous cluster.
After that we make s brief intreduction of FMP protocol, which HPVM is based on. Then the design of HPVM is

given, followed by the performance result of one implementation of HPVM,

1 Problems of PYM

Now we will analyze the internal mechanism of PVM and find out the rcason of its low c/ficiency. The details
of PVYM can be found in Ref. [37.

As shown in Fig. 1, in PVM, there is a daemon process named pvmnd on each node, which serves as 2 main-
tainer and manzager of the whole PVM system, spawning and distributing the tasks, adding and deleting the hosts,
and so on. Three kinds of communication can be found in PVM system from the figure:

(1) Communication between pvmds: This kind of com-

munication works using the UDP/IP network protocol.

Since the UDP/IP protocol is an unreliable protocol. the ae-

UCP/TP
Machine A Machine B

Fig. 1 Architecture of PVM system

knowledge-and-retransmit mechanism is used in PVM so as
to get a reliable communication.

(2) Communication between the rtasks in the same
host; This kind of communication works using the TCP protocol in UNIX domain, with pvmd as an agent. For in-
stance, if task 1 wants to communicate with task 2, it needs to establish the TCP connectior with pvurd first, then
sends the message to pvmd. Pymd will check the destination of the message after having received the message, and
once it finds that the destination is & local task it will establish the TCP connection with the destination and sends
it the message. It is obvious that the communication costs a lor although it doesn®t occupy the network resource.

(3) Communication betwesn the tasks in different hosts: This kind of communication includes two types of
implementation. One is similar to that between the tasks in the same host, named normal-route. If task 2 wants to
send a message to task 3 in another host, it sends the message to the local pvmd, then from the local pvmd to the
foreign pvmd in the same host as task 3, and finally from the foreign pvmd to task 3. In the second implementa-
tion, task 2 will firstly get the socket address of task 3 from pvmd and send the connection request 1o task 3 via
pvmd before it runs the direct TCP transmission with task 3. This is called direct-route. [t is more efficient than
the first ore.

From the above analysis, we come to a conclusion that there are several factors affecting the PVM’s
efficiency ;

(1) Neither the TCP/IP protocol nor the UDP/IP protocol is a high-efficiency communication protocol; thev
themselves cannot take {ull advantage of the high-speed network.

(2) The communication between the tasks needs the participation of pvmd, which increascs the communica-
tion overhead greatly. This is obvious in the normal-route mode. Even in the direct-route mode , pvmd is needed in
urder to establish the TCP connection between the tasks.

(33 PVM needs its own message buffer and a complex management of the buficr. When a task wants to send
a message, firstly it must allocate a buffer in umbuf format. Then it copies the user’s data to the buffer and

changes the dara’s format to form a message. In pvmd, a complex buffer management also exists corresponding to
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the acknowledge-and-retransmit mechanism. Plus the buffer managemenral in TCF and UDP, there are three kinds
of buffer managemenrt altogether. So complex buffer mznagement must lead to a large communication overhead.

Moreaver, all the buffers are zllocared dynamically, which also increases the overkead.

Cm @:{Task 2
Task 4

“Task 3
<[ﬂ—*L \( =0

Fig. 2 The ulticast algorlthm in PViM

(4Y The algorithm of multicast is simple but of low-etficiency.

The algorithm is based on the point-te-point communications as

shown in Fig. 2, A shortcoming of the algorithm is the heavy burden
of the sender. which has been the bottleneck of the multicast. Fur-
thermore. with the increasing of the number of destination hosts,
hoth the load of the sender and the communication latency also have

a linear increase.
2 A Brief Introduction of the Fast Message Passing Protocol

In order to build a high-performance parallel-programming environment, we usc & high efficiency communica-
tion layer; the FMP (Fast Message Passing) protocol based on a high speed Myrinct network system. We will give
a bricf introduetion of the protocol and the details can be found in Ref. [6].

2.1 Mpyrinet network

Myrinel is a new type of high-speed switch network. 1t is produced by the Myricom Company. There 1s one
sending channel and one receiving channel on cach Myrinet adapter cara and the two channels can work in band-
width of 1. 28Gbps simultancously, A 32-bit CPU is included in the Myrinct card, which enhances the communica-
tion ability greacly. Furthermorc, the Myrinet channel has a high reliability with the error rate less than 107", All
these characteristics are in favor of the implementation of & high-efficiency communication protocol <™,

2.2 The principle of FMP

The Fast Message Passing inciudes two parts: the inter-host communication and the intro host communica-
tign.

+ Inter-host communication

it is based on the Myrinet system., FMP achieves very good commurication periorraance by using several tech-
nigues such as memory mapping, pipeline data transmission, credit flow control, cache. multithreading, DMA
(Direct Mernory Access) for long message and PIO (Programming 1/0) for shart message.

= Intro-host communicarion

It is hased on the mechanism of shared memory in UNIX. The header and the body of a message are stored in
a hezder list and & memory heap respectivelv. which makes an eificient use of the memory.

In crder to speed up the processings all the memaory mentioned above is allocated statically when the system (s

being initialized,
3 The Design of High-perlormance PVM

Now let us take a look at the techniques used in HPVM to improve the performance.
3.1 Build HPVM based on FMP instead of TCP &. UDP

All the communicatisns in HPVM arc over the FMP protocol, which gives HPYVM a simple but effective inter-
nal environment. At the same time, HPVM supplies the same application interfuce as PVM so that the users czn
transplant all the applications in PYM to HPVM without modifying the source codes. The two kinds of architec-
ture are chown in Fig. 3.
3.2 Reduce ihe internal communication mechanism of PVM

We have anelyzed thet the co  nunication in PVM has three different kinds and pvmd often serves as sn

© HIEERES AT hip:/ www. jos. org. cn



NEE % 5T O &3 6 & B PYM 29

agent. As shown in Fig. 4, the mechanism is so complex that the Application | [ Application |
communication is of low-efficiency and the source codes are organized bad- [ PVM interlace PVM interface
o . . . " PVM intcrnal | | HPVM internal |
ly. While i HPVM the address table is stored in the shared memory, i — T
. . . . IBOCKET interfac
which tan be yueried by all the tasks so that the 1asks can communicate di- -
, ) _ _ CF | [oP FMP
rectly without the medium of pvmd. Moreover, since a reliable communiea 5
tion service is supplied by FMP, the mechanism of acknowledge-and-re-
upp v y the anis ackno ge-an [Efee ] [ Mrae ]
trausmit which is used in PVM is not necessary in HFVM. A reduced PVM PVM- hased HPVM- hased
internal communication. mechanism is shown in Fig. 5. Fig, 3 ‘The architectures of the two

3.3 The translation between TID and communication address kinds of parallel systems

To each task in the parallel programming environment, an integer [D is
allocated as the task’s identity (TID), through which the tasks can be identified and can communicate between
each other. However, the low-level communication needs the communication address, Thus the translation must

be done between the TID and the communication address.

LPYMD _communication | LMD COTHIHLM}@ [PVYMD communication | [PYMD_communication
Netinput/ | | ¥ ;
PV || Neroutpt | oglinp | Y
3 : H 1
el Netinpkt | internal
TN | lowlingle | -
¥
\ TCP UDP interface (SOUKET) !
Fig. 4 Communication levels in PVM Fig. 5 Communicaton levels in HPVM

In PVM, a mapping table of TID and SOCKET address is maintained by pvmd. When a task sends or recejves
a message, it must talk to pvmd to get the translated address.

In HPVM, an address-mapping table named “Port1'able” is stored in the shared memory of each host. The
table can be modified only by pvmd in order to keep the concurrency in the hosts. And it can be read by all the
tasks in the same host, which enables the tasks to query the tabie directly without the help from pvrad. In order to
quicken the query. the table consists of two Hash tables used for the translation of “TID=>FMP zddress” and
“FMP address=TID” respectively.

3.4 Simplify the message structure

Since the communication mechanism has been reduced in HPVM, the complex message structure is redundent .
especially the part involving the acknowiedge-and-retransmit mechanism.

So we simplify the message structure to a two-lcvel structure ; message and fragment. A message consists of
%10, one or mote {ragments, The time of the data replication in a send and receive process goes down 10 four (in
intro-host communication) or five (in inter-host communication) which is at least 7 times more in PVIM.

3.5 Optimize the buffer management

In the implementation of FMP, there zre cne buffer for local message and cne buffer for foreign message,
both of which are allocated staticelly to quicken the communication, However, a disadvantage of static buffer is
that the buller may be used up and deadlock is caused. This often occurs when some types of messages sent out are
not received by the destination immediately, as shown in Fig. 6. The “mesg ¢” in the figure may be & message for
A in unexpected message type or for B or for other process.

Sv the dynamic memory is used to avoid the shartage of buffer. Each task in HPVM has a dynamic buffer.
Once a receive or 2 send operation fails . which is usually because of the full common buffer, the receiver of the

sender will receive all its messages and put them in the private buffer before retrying the operation.
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Process A Process B
Receive message & Send message &, but i @
®

fail for no buffer

Common buffer
[mesg ¢ [mesge ... ... ... [ mesg ¢ | mesg ¢ Fig 7 Binomial-tree
Fig. 6 Deadlock for no enough static buffer multicast algorithm

The use of the static common buffer and the dynamic private buffer combines the advantages in communication

speed and buffer size.
3.6 About the translation of data format

Since PVM is designed for heterogeneous cluster, the format of data is translated before the data are packed
into the message. However, HPVM is designed for homogeneous cluster, so the translation is omitted.
3.7 Improve the multicast algorithm

Besides the algorithm based on host-to-host communication, HPVM has an alternative algorithm based on a
binomial tree, as shown in Fig. 7. The algorithm achieves better performance if there are many hosts in the cluster

or if the message size is very large.

4 Performance Results

This section shows the performance results of HPVM over FMP and PVM over TCP/IP. Both the parallel
systems are based on Sun UltraSparc 2 running SunOS 5. 5. 1. The machines are connected to each other through a
1. 2Gbps Myrinet switch.

Figures 8 and 9 plot latency values in intro-host communication and inter-host communication respectively.
For the representative small size of the message, the HPVM latency is only about one-third of the PVM latency.

Figures 10 and 11 compare the bandwidth values between HPVM and PVM. We analyze the representative
messages with size more than 8K. As shown in Fig. 10, the local bandwidth of HPVM is about 60% greater than
that of PVM. And as shown in Fig. 11, the remote bandwidth of HPVM is nearly three times of that of PVM.
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Fig. 8 Local communication latency
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Fig. 9 Remote communication latency
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Fig. 11 Remote communication bandwidth
Future Work

+ We may redefine the format of TID so that the FMP address can be found out directly from the TID instead

of looking up in a table.

« With support from an improved FMP, the data to be sent can be packed directly to the common buffer

rather than being packed in the temporary buffer before being copied to the common buffer.
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