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Abstract ; The multiple hoist schedule problem is & critical issue in the design and control of many manufac-
turing processes. When the hoist number and station number are very large, finding optimal schedule is very
hard, Tn this paper, the mathematical model of multiple hoist schedule problem is discussed and a heuristic
method about it is proposed by use of simulated annealing. A large number of examples of random case indicate
that this heuristic method is very useful. and satisfactory solution can be obtained with small amount of computa-
tion,
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Many industrial processes employ computer-controlled hoists for handling material. The hoists are pro-
grammed to perform a fixed sequence of moves repeatedly. It is called a Hoist Scheduling Problem. This problem
has been a critical issue in the design and control of many manufacturing processes and is of increasing importance
as more and more manufacturers become aware of the issue. Many researchers have worked in this area in the past
two decades, but most previous approaches toward solving cyclic hoist problems have been limited to single-hoist
or two-hoist cases'"®. Lam et al. have studied the multiple hoist schedule problem™, and the method can only ob-
tain a local minimum solution. Using simulated annealing technique, we propose a new heuristic method that is
suitable for finding schedules for systems with multiple hoists.

The multiple hoist scheduling problem is defined as follows. There are N 41 workstations, S;,5,+... 28w,
and M identical hoists that move jobs between stations. S,,Syand S;(1</<CN —1) stand for the input buffer, out-
put buffer and station 7, respectively.

The following are some concepts of the problem.

move: A move between successive stations consists of three simple hoist operations: (1) lift a job from a sta-

tion; (2) move the job to the next station; (3) lay the job on the station.
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cycle: The time spent in performing the fixed sequence of moves in the repeared sequence of moves (the moves
performed by M hoists follaw a cyclic patzern).

I-degree schedule problem: Each move, m; (0</<IN), is performed exactly ! times in a eyele.

time window constraints: They include the following constraints,

processing time constraints; The processing (ime {or 4 job al station 7 must be no less than L. and no more
tean U (0N ), where Z; and U, are given time limits.

traveling time constraints: There must be enough time for a hoist 1o travel hetween successive assigned
moves.

operation assignment canstraints . (One hoist can move only one joh. and each job requires only one hoist.

on line constraints: Once a job is removed from 8., it must then be processed at each of A stations one after
another without encountering any intermediate delay,

collision constraints; Aay two hoists ¢an not cross each other in a cycle.

Additional assumptions

(1) Jobs are identical and each job has to visii all stztions in the order that stations are numbered.

{2) We only consider a |-degree schedule problem, that 1s to sav, exactly one job 1s removed from each sta-
tien n a cycle, and therefore, one job enters and one job leaves the system in a cycle.

Let @ be a permutation which orders N 41 distinet numbers, {3, 1,...,N}, into a sequence, [p(0),¢
(1), .o pCNY}, sueh that g(i) =k, 0557 £<IN. For a given sequence (Mg, #pys. oo b amigs is the i-th move to
be performed in each eycle. 7=1.2,..., N, (p(i>=% means that the i-th move is moving the job in station 4 to
station £+1). Let ¢ be a permutation, which orders N |1 distinet numbers, {0,1.... N}, into a sequence: {¢
(0Y4¢(1)5. .0 «p(ND by such that ¢(i) =j. (0N and 1=<j<SM). ¢() = means that move my,; is assigned to
hoist j. We alsg introduce notation T={0=Tun < Tup 5. .. =Tt » such that T, is the time ar which move
gy S1arts ina cycle, 1=0,1,2,. .. ,N, Each three-tuple (¢,¢,T) defines a multiple hoist cvelic schedule. A evelic
schedule (¢,¢,17) ie feasible if end only if it satisfies the four constraints: time window constraints . operation as-
signment constraints, on line constraints and collision constraints.

For any feasible eyclic schedule (g,¢.7), the resulting cycle time H(g,¢.T) is the time required by M holsts
to perform all their assigned moves. The multiple hoist evelic schedule problem is thus to find a feasible eyclic
schedule (¢ s¢" . T 7, such that

2" ™ T y—=min {I(@ e, T) for all feasible (gvg T}

The number of alternative schedules increases exponentially with ¥ and M, so that in practice an exact opti-
mal solution can be attempted on a multiple hoist schedule probler involving 2 few stations and hoists (in generat
only single-hoist or two-hoist problems zre considered). For large M and N, a heuristic method is needed for find-
ing the soluticns of the scheduling problem. Heuristic method is designed to find a near-optimal solution (that is a

satisfactory solution). We shall diseuss a heuristic method for multiple hoist scheduling problem in the following.

1 Multiple Hoist Schedule Model with Zoned Pa; titions

We first consider mathematical model of the multiple hoist scheduls problem with zoned partitions.

Let P={0,,8.... .80} be an arbitrary zoned partition, where {2,{1<Zm<CM) dencte the scquence of con-
tigucus stations in the w th zone, and the cycle time with respect to ¢, ¢, 7', P is dencted by H{g ¢, T, P). Tna
zoned partition, contiguous stations are grouped inlo a zone, the boundary station in each partition can be concep-
tually cunsidered as the dummy input buffer or cutput buffer and each zone is then exclusively assigned to a single
hoist, In this way, the collision constraints are satisfied in natuye. All the moves in partition {2, are finished by m-

th hoist. The minimum cycle time 15 denoted by H () tor given PP. For each {2.,, we consider the sub-problem

© HIEERES AT hip:/ www. jos. org. cn



#or L FoA MAEME KR AELH S Hoist A RIM 13

with stations in f2,. and a single hoist m. As discussed above, the cycle time is denoted by I, ... Tn.{2.). Let
o, be the time required by hoist to perform move =,

¢,4 be the time to travel (when not carrying a job) from station j to station 4 for a hoist,
1 if move m, immediately succeeds move ;.
Lij= .
0 otherwise,
v ‘1 if move m. is performed prior to move m;.; in the cycle,
=

(0 otherwise,

P {1 if move m, is the first operation performed by a hoist in the cycle,

¢ otherwise,
#. Y. F, depend on the selection of (@),

Consider the optrimization proklem (SchP).
min [ @ T fL) D
5. t. L,,m(,)g [CX N DN I LWy A ﬂu.)Ypmf;:-) - (twmil')'—l )éUth')

(fg-m\-,-, + (Ogmu-; +£v;"<u+1 TR )Ipmo').ymr,: ).T.pm;,),,,;ﬂ(,; + (TP"‘(,;_gﬂi Gy 1 )H({ﬂm 95[’.. A ]

2
€t¢m¢,3+H(§O,,. ;gﬁ,...Tm o1, )F?m:,‘j
. U%Elumxgn(f),p“u): 1

£3)

Zp v =1
g €D, M

Gulideg (B)EL,, m=1,2v... M
In above constraints, Egs. (1}, (2), (3) stand for the processing time constraints. traveling ume COnSTraints
and pperation assignment constraints respectively, On line constraints are also satisfied according to Eqgs. (13, (21,
(3). For each partition P, SchP,.is a single hoist scheduling problem, and there always exist {easible solutions for
problem SehP, Gm=1,2.... .M.
Using the algorithm of Armstrong’'?, we can solve the problem SchP, snd obrtain the solution f1(0,) (the
minimem cycle time for §2,).
Lam™ put forward an algorithm for finding the minimum cycle time H(P).
Algorithm A
BEGIN
Solving problem SthPR<i=1,2,... A
Mo (PY=min{ L), 1=1,2,... .M}
Ho (P)=max {2, i=1:2.... .M}
finished =false;
HP)=H,.(P);
REPEAT
BEGIN
finished —true;
FOR i=1,2+... M DO
BEGIN
Add the constraint T{@y s Tmr 2= (P) to SchP,, and solve
the problem;
IF J(2)>[(P) THEN
BEGIN
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Py =0,
finisnhed —false;
END
END
END
UNTIL {imished =true;
Adjust the starting time of the first move for each zone znd the optimal schedule is obtaimed;
END

2 Solving Multiple Hoist Schedule Problems by Using of Simulated Annealing

For any initial partition P= {3, +{%.. .. (3w}, using Algorithm A, we can obtain a minimum cycle time I
(P). it is only a local optimal solution to multiple hoist schedule problem and highly sensitive t¢ P, (the initial par-
titiony. How 10 find a global opiimal solusion is a critical issue for the researchers.

In general. for a scheduling system of N 41 stations and M hoists, there are N1 (M1 MY ™ alternative
schedules. In pracrice, N33 M, but the number of alternative schedules is still very large.

Using the annealing process, Merropolis™- introduced a simple algorithm that can be used w provide an effi-
cient simulatian of a coliection of atoms in equilibrium #1  given temperature, 1t hes been used in many fields™®.
Let F stand for the energy function of the system, T stand for the temperaiure. 1o each step of this algorithm, an
atom is given a small random displacement and the resulting change, AE=E(T —aA}—E(T), in the energy of the
system is computed. I AR08, 1he displacement is accepied. and the configuration with the displaced atom is used
as the starting puint of the next step. The case AE>>0 (s reated randomly ; the probability that the configuration is
aceepled is plAEY—=exp(— AE/hyT) (where &y is Bolrzmann constant, and we can use T to replace &7 later).
Random aumbers uniformly distributed the interval (0,17 are a convenient means of implementing the randor part
of the algarithm. One such number is selected and compared with p(AE). T 1t is less than p(AE), the new config-
uration is retained; if not, the original configuration is used to start the next step. By repeating the thermal motion
of atorus in thermal contact with o heat bath at temperature 7', this choice of p(AE) results in that the system e-
volves to a Boltzmann distribution.

Annealing . as implemented by the Metropolis procedure, differs from: iterative improvement, The transitions
out of a local oprimum arc always possible at nonzero temperature.

According to anncaling process, we can use the simulated annealing to multiple hoist schedule probiem as fol-
lows,

Let P—= {62, .. .y} be a configuration. [T(F) is the cost function. Introduce the temperature 7. All the
partitions are feasible. The simulated annealing algorithm is deseribed as follows for multiple hoist schedule prob-
lem with zoned partition:

Algorithm B

BEGIN

Po=102.0;.....804}; /initial partition
Using Algorithm A to find the sclution (P} with respect to s
P =P, 0" =1(P;)

T=T: finitial temperature
REPEAT
REFPEAT

P=CGENERATE(P,);
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Using Algorithm A to find the solution IT(P) with respect to P;
IF O(PY<IIT(P,};

THEN P,=F:
Pr=P, [I"=1I(Py)

ELSE

1F exp( —

THEN P,=P;

ELSE

CONTINUE;
UNTIL inner loop stops;

Py — 0Py

- ) “>Random (0.1)

T=a"T /temperature cooling schedule;
UNTIL. stopping criterion is satisiied,
END

P* and II* are the minimum zoned partition and minimum cycle time respectively so far obtained by Algorithm

Some notves abour Algorithm B.

(13 The selection of initial partition P, and T

Decompaose {0,1,...,N} to M zones £,(i=1,2,... .M) such that each {2 has the same nurber of stztions as
much as possible, that is [£2;| =[], [+ 1or [{%]| -1. We can also decompose {0,1s...,N} to M zones {2
(i=1,2,...,8) randomly.

According to the physical background of annealing, T must be high enough to obtain global optimal solution.
[t can be selected according to experience.

(2} The definition of GENERATE(P)

In Algorithm B, GENERATE (P,) is a map to generate new partition. [t can be cousidered as obtaiming a
neighbor of partitien P.. We use four tacties .

1) Change the bottleneck zone (corresponding to a single-hoist problem, the cycle time is the largest among
all zones), and the “smallest” zone {the cycle time of this zone is the smallest).

Suppose that Py= 148 ,025,. .. 4%}, the boundary points of stations are O=4gl<hi=<C. . LAY <EL =N, O
=min {02, |m=1,2,... M}, and H(2")=max{H(2) |m=1,2,...,M}. We can obtain the new partition P
={1,.12.. .. ,42} and the boundary points are; if ;<Zj, then, k=A'+ 1.k, =k —1, and &, =&, (IFi,.j—1);
>, then b =4 — 1.k, =4 +1, and k= 2 (/=i —1.,7). We can obtain a new partition P= {0 ,02;,... ,n}
(the boundary points of 3, are &, ; and &, ). Where the perturbation step length is selected as one, we can also se-
leet it randomly.

b) Perturb the parrition P randomly (that is 10 say we can change all the boundary points of P, randomly),
and obtain the new partition P. The random step length may be 1 or more.

¢) Only change the boundary points of bottleneck zone according to P,. The randomly step lenpth may be 1 or
mare.

d» Obtain the new partition P randomly (in this case, P is not related o P,).

(3) The stopping criterion of algorithm

Inner loop stopping criteria ;s Under temperature 7', suppose the search sequence of partition is P, PV, . .,
P¥.. ... Given an integer n,. if P=P"*V=__ =P"“"% far some 1. then the inner loop stops. We can also give

the maximum iteration number in the inner loop.
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Outer loop stopping eriteria: For integers £, po. if the cyele time of the multiple heist schedule problem is the
same as teraperatare TusTipis. .- T, o0 then the stopping criterion is satisfied. We can alse give the minimum
value of the temperature in the outer loop.

(1) The changing menner of temperature

The changing manner of temaperature is Tiey = AT (0<CA<C1),

In simulated annealing algorithm, the acceptance eriterion (bad partition may be accepred) may let the itera-
tion jump out from one local minimum area to ancther, to finally reach the global oprimal area. The simulated an-
nealing algorithm can get the global optimization solution of the prablem. The determination of the upper bound-
aries of computation and complexity of the algorithm is very difficult. However, aceording to Fox's resultst® . the

time complexity of our method is often essentially finear with probiem size.
3 Simulation and Cenclusion

We have evaluated the performance of Algorithm B in terms of random case.
In the random case examples, we select Z; to be a random number [a.41, U;=ul,, where ais a constant. ¢4

1—1

is & random number in [¢.d], a0, =¢,..4,+e, and ¢;,,= ch,k+1(1'<fjl. a.b.0.d, end e are canstants. The examples
&

indicare 1hat the algorithm can solve multiple hoist scheduling problem efficiently, especially for the large scale
problem. For a given N, with M increasing, the computing time increases, reaches an upper boundary, then de-
creasgs. The effective eombination of four tactics for map GENERATE will accelerate the algorithm. Stopping cri-
terion and annealing schedule are very important in determining a satisfactory solution.

We have discussed the muliiple hoist scheduling problem, applied simulated annealing to it and proposed 2
heuristic method about the problem. The computation results state clearly that this method is very useful. We can
also obtain the optimel partition zenes in theory, but in practice. we can obtain a satisfactory solution and need less
computing time depending on the selection of stopping criterion and annealing schedule. Large scale multiple hoist
schéduling prohlem can be selved by the method efficiently. But there are some problems to be solved.

(1) How 1o control the process of the cooling schedule is very important in obtaining the optimal solution {or
a satisfactory solution).

{2) The method nf GENERATE procedure can be considered in many deterministic structures or random

structures. The performance of the algorithm will be better by selecting an appropriate generation method.
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