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Abstract: It is a worthwhile challenge to deal with the key-exposure problem in identity-based signatures. To deal with this problem, this paper adopts Dodis, et al.'s key-insulation mechanism to identity-based signature scenarios, and proposes an identity-based key-insulated signature scheme. The proposed scheme enjoys two attractive features: (i) it is strong key-insulated; (ii) it is provably secure without random oracles.
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摘 要：如何应对基于身份的签名系统中密钥泄漏的问题，是一项非常有意义的工作。为了处理这一问题，利用Dodis等人的密钥隔离机制，提出了一种基于身份的密钥隔离签名。所提出的签名方案具有两个显著的特点：(i) 满足强密钥隔离安全性；(ii) 其安全性证明无须借助随机预言机模型。

1 Introduction

In 1984, Shamir\(^{[1]}\) introduced an innovative concept called identity-based cryptography. In such a cryptosystem, user’s public key is determined as his identity such as e-mail address, while the corresponding secret key is generated by a private key generator (PKG) according to this identity. Since the identity is a natural link to a user, there is no need to bind it by a digital certificate. Thus it can successfully eliminate the need for certificates as
used in traditional public key infrastructures. So far, a large number of identity-based signature (IBS) schemes have been proposed. Standard IBS schemes rely on the assumption that secret keys are kept perfectly secure. However, as more and more cryptographic primitives are applied to insecure environments (e.g. mobile devices), the problem of key-exposure seems inevitable. This problem is perhaps the most devastating attack on a cryptosystem, since it typically means that security is entirely lost.

To deal with the key-exposure problem, key-evolving protocols have been introduced. This mechanism includes forward security\cite{2,3}, intrusion-resilience\cite{4} and key-insulation\cite{5}. The latter was introduced by Dodis, et al.\cite{5} in Eurocrypt’02. In this model, a physically-secure but computationally-limited device, named the base or helper, is involved. The full-fledged secret key is divided into two parts: a helper key and an initial temporary secret key. The former is stored in the helper, and the latter is kept by the user. The lifetime of the system is divided into discrete periods. The public key remains unchanged throughout the lifetime, while temporary secret keys are updated periodically: at the beginning of each period, the user obtains from the helper an update key for the current period; combining this update key with the temporary secret key for the previous period, he can derive the temporary secret key for the current period. A temporary secret key is used to sign a message during the corresponding period without further access to the physically secure device. Exposure of the temporary secret key at a given period will not enable an adversary to derive temporary secret keys for the remaining periods. Therefore, this mechanism can minimize the damage caused by key-exposure. More precisely, in a (\(l, N\))-key-insulated scheme, the compromise of temporary secret keys for up to \(l\) periods does not expose temporary secret keys for any of the remaining \(N-l\) periods. Therefore, the public key needs not to be revoked unless up to \(l\) periods have been exposed. A scheme is called perfectly key-insulated if it is \((N-1,N)\)-key-insulated. This is a desirable property for dealing with the key-exposure problem in ID-based cryptosystems. Additionally, strong key-insulated security guarantees that the helper (or an attacker compromising the helper key) is unable to derive the temporary secret key for any period. This is an extremely important property if the helper serves several different users or the helper is untrustworthy.

Following the pioneering work due to Dodis, et al.\cite{5}, several key-insulated encryption schemes including some ID-based key-insulated encryption ones have been proposed\cite{6-11}. Following Dodis, et al.’s first key-insulated signature schemes\cite{12}, efforts have also been devoted to the key-insulated signatures, e.g. Ref.[13–16]. To minimize the damage caused by key-exposure in IBS scenarios, Zhou, et al.\cite{17} applied the key-insulation mechanism to IBS and proposed the first ID-based key-insulated signature (IBKIS) scheme (ZCC scheme). However, the full-fledged secret key in ZCC scheme is just wholly stored in the helper. Consequently, it can not satisfy the strong key-insulated security. That is, if an adversary compromises a user’s helper, he can derive all the temporary secret keys of this user. Moreover, ZCC scheme is provably secure in the random oracle model. As pointed out in Ref.[18], a proof in the random oracle model can only serve as a heuristic argument since it can not imply the security in the real world.

In this paper, we re-formalize the definition and security notions for IBKIS schemes, and then propose a new IBKIS scheme which is strongly key-insulated and provably secure without random oracles. The rest of this paper is organized as follows: Section 2 gives an introduction to bilinear pairings and the computational Diffie-Hellman (CDH) assumption. We re-formalize the definition and security notions for IBKIS schemes in Section 3. Our new IBKIS scheme is proposed in Section 4. In Section 5, we prove the security of our scheme in the standard model. Section 6 concludes this paper.
2 Preliminaries

2.1 Bilinear pairings

Let $G_1$ be a cyclic multiplicative group of prime order $q$, and $G_2$ be a cyclic multiplicative group of the same order $q$. A bilinear pairing is a map $\hat{e} : G_1 \times G_1 \rightarrow G_2$ with the following properties:

- Bilinearity: $\forall g_1, g_2 \in G_1, \forall a, b \in \mathbb{Z}_q^*,$ we have $\hat{e}(g_1^a, g_2^b) = \hat{e}(g_1, g_2)^{ab}$;
- Non-Degeneracy: There exist $g_1, g_2 \in G_1$ such that $\hat{e}(g_1, g_2) \neq 1$;
- Computability: There exists an efficient algorithm to compute $\hat{e}(g_1, g_2)$ for $\forall g_1, g_2 \in G_1$.

As shown in Ref.[19], such non-degenerate admissible maps over cyclic groups can be obtained from the Weil or Tate pairing over supersingular elliptic curves or Abelian varieties.

2.2 Computational Diffie-Hellman assumption

Definition 1. The CDH problem in group $G_1$ is, given $(g, g^a, g^b) \in G_1^3$ for some unknown $a, b \in \mathbb{Z}_q^*$, to compute $g^{ab} \in G_1$. For a probabilistic polynomial-time (PPT) adversary $A$, we define his advantage against the CDH problem in group $G_1$ as $Adv_{A,G_1}^{CDH} = \Pr\{g \in \mathbb{Z}_q : A(g, g^a, g^b) = g^{ab}\}$, where the probability is taken over the random coins consumed by $A$.

Definition 2. We say that the $(t, \epsilon)$-CDH assumption holds in group $G_1$, if no $t$-time adversary $A$ has advantage at least $\epsilon$ in solving the CDH problem in $G_1$.

3 Framework of ID-Based Key-Insulated Signature

3.1 ID-Based key-insulated signature

Definition 3. An IBKIS scheme is a tuple of six polynomial-time algorithms:

- $\text{Setup}(k, N)$: The setup algorithm, taking as input a security parameter $k$ and (possibly) a total number of periods $N$, returns a public parameter $\text{para}$ and a master key $\text{msk}$. We write $(\text{msk}, \text{para}) \leftarrow \text{Setup}(k, N)$.
- $\text{Extract}(\text{msk}, \text{para}, \text{ID})$: The key extraction algorithm, taking as input the master key $\text{msk}$, the public parameter $\text{para}$ and a user’s identity $\text{ID}$, returns this user’s initial temporary secret key $\text{TSK}_{\text{ID}, 0}$ and helper key $\text{HK}_{\text{ID}}$. We write $(\text{TSK}_{\text{ID}, 0}, \text{HK}_{\text{ID}}) \leftarrow \text{Extract}(\text{msk}, \text{para}, \text{ID})$.
- $\text{UpdH}(t_1, t_2, \text{ID}, \text{HK}_{\text{ID}})$: The key-update algorithm performed by the helper, taking as input two period indices $t_1$ and $t_2$, a user’s identity $\text{ID}$ and a helper key $\text{HK}_{\text{ID}}$, returns an update key $\text{UK}_{\text{ID}, t_1, t_2}$. We write $\text{UK}_{\text{ID}, t_1, t_2} \leftarrow \text{UpdH}(t_1, t_2, \text{ID}, \text{HK}_{\text{ID}})$.
- $\text{UpdS}(t, \text{ID}, \text{UK}_{\text{ID}, t_1, t_2}, \text{TSK}_{\text{ID}, t_2})$: The key-update algorithm performed by the user, taking as input a period index $t_1$, a signer’s identity $\text{ID}$, a temporary secret key $\text{TSK}_{\text{ID}, t_2}$ and an update key $\text{UK}_{\text{ID}, t_1, t_2}$, returns the temporary secret key $\text{TSK}_{\text{ID}, t_1}$. We write $\text{TSK}_{\text{ID}, t_1} \leftarrow \text{UpdS}(t, \text{ID}, \text{UK}_{\text{ID}, t_1, t_2}, \text{TSK}_{\text{ID}, t_2})$.
- $\text{Sign}(t, m, \text{TSK}_{\text{ID}, t_1})$: The signing algorithm, taking as input a period index $t$, a message $m$ and the temporary secret key $\text{TSK}_{\text{ID}, t_1}$, returns a pair $(t, \sigma)$ composed of the period index $t$ and a signature $\sigma$. We write $(t, \sigma) \leftarrow \text{Sign}(t, m, \text{TSK}_{\text{ID}, t_1})$.
- $\text{Verify}((t, \sigma), m, \text{ID}) \leftarrow \text{Sign}(t, m, \text{TSK}_{\text{ID}, t_1})$: The verification algorithm taking as input a message $m$, a candidate signature $(t, \sigma)$ on $m$ and the signer’s identity $\text{ID}$, returns 1 if $(t, \sigma)$ is a valid signature, and 0 otherwise.

Consistency requires that $\forall t \in \{1, \ldots, N\}, \forall m \in M, \forall \text{ID} \in \{0, 1\}^*$, $\text{Verify}((t, \sigma), m, \text{ID}) = 1$, where $(t, \sigma) = \text{Sign}(t, m, \text{TSK}_{\text{ID}, t_1})$ and $M$ denotes the message space.

Note that there exist only five algorithms in Zhou, et al.’s definition[17] for IBKIS. In fact, their definition does
not include the key-update algorithm of the signer, and the full-fledged secret key simply acts as the helper key and is wholly stored in the helper. Obviously, schemes satisfying their definition can not achieve strong key-insulated security.

### 3.2 Security notions for IBKIS

Dodis, et al.\cite{12} formalized the security notions of key-insulation, strong key-insulation and secure key-updates for key-insulated signatures. In this section, we also formalize these security notions for IBKIS schemes. Note that Zhou, et al.\cite{17} did not consider notions of strong key-insulation and secure key-updates.

Before giving these security notions for IBKIS schemes, we consider the following oracles which together model the abilities of an adversary:

- **Key-Extraction oracle KEO(·):** On input a user’s identity $ID$, it returns this user’s initial temporary secret key $TSK_{ID,0}$ and his helper key $HK_{ID}$;
- **Helper key oracle HKO(·):** On inputting a user’s identity $ID$, it returns his helper key $HK_{ID}$;
- **Temporary secret key oracle TKO(·, ·):** Upon receiving a tuple $(ID, t)$ consisting of a user’s identity $ID$ and a period index $t$, it returns the user’s temporary secret key $TSK_{ID,t}$;
- **Signing oracle $SO(·, ·)$:** upon receiving a tuple $(ID, t, m)$ consisting of a signer’s identity $ID$, a period index $t$, and a message $m$, it returns a signature $Sign(t, m, TSK_{ID,t})$.

**Definition 4.** Let $I=(\text{Setup}, \text{Extract}, \text{UpdH}, \text{UpdS}, \text{Sign}, \text{Verify})$ be an IBKIS scheme. We define the advantage of an adversary $A$ as $$Adv^X_{I, A} (k) = (\text{msk, para}) \leftarrow \text{Setup}(k, N); ((t^*, \sigma^*), m^*, ID^*) \leftarrow A^{\text{KEO}(\cdot, \text{TKO}(\cdot), \text{SO}(\cdot, \cdot))} (\text{para}) : \text{Verify}((t^*, \sigma^*), m^*, ID^*) = 1,$$ where it is mandated that: (1) $ID^*$ was not submitted to oracle KEO(·); (2) $(ID^*, t^*)$ was not submitted to oracle TKO(·, ·); (3) $(ID^*, t^*, m^*)$ was not submitted to oracle $SO(·, ·)$. We say that $I$ is perfectly key-insulated if for any PPT adversary $A$, $Adv^X_{I, A} (k)$ is negligible.

**Remark 1.** For those non-challenged identities, oracle TKO(·, ·) is of no help for adversary $A$, since he can derive any temporary secret key for these identities by querying oracle KEO(·). Therefore, without loss of generality, we require that adversary $A$ only query oracle TKO(·, ·) on the challenged identity.

It is possible for an adversary to compromise the physically-secure helpers (this includes the attacks by the helpers themselves, in case they are untrustworthy). Zhou, et al.\cite{17} did not address this kind of attack. Here, we model this attack by allowing the adversary to query oracle HKO(·) on any identity (even including the challenged identity). However, as in Ref.\cite{12}, the adversary is prohibited to query oracle TKO(·, ·) on the challenged identity for any period. Moreover, since oracle TKO(·, ·) is of no help for those non-challenged identities, we do not provide it for adversary $A$ in the following definition.

**Definition 5.** Let $I=(\text{Setup}, \text{Extract}, \text{UpdH}, \text{UpdS}, \text{Sign}, \text{Verify})$ be an IBKIS scheme. We define the advantage of an adversary $A$ as $$Adv^X_{I, A} (k) = (\text{msk, para}) \leftarrow \text{Setup}(k, N); ((t^*, \sigma^*), m^*, ID^*) \leftarrow A^{\text{KEO}(\cdot, \text{TKO}(\cdot), \text{SO}(\cdot, \cdot))} (\text{para}) : \text{Verify}((t^*, \sigma^*), m^*, ID^*) = 1,$$ where it is mandated that: (1) $ID^*$ was not submitted to oracle KEO(·); (2) $(ID^*, t^*)$ was not submitted to oracle $SO(·, ·)$. We say that $I$ is strong key-insulated if for any PPT adversary $A$, $Adv^X_{I, A} (k)$ is negligible.

Finally, as in Ref.\cite{12}, we address an adversary who compromises the user’s storage while a key is being updated from $TSK_{ID_2}$ to $TSK_{ID_1}$, and we call it a key-update exposure at $(ID_2, t_2, t_1)$. When this occurs, the adversary gets $TSK_{ID_2}, UK_{ID_1,t_2}$ and $TSK_{ID_1}$ (actually, the latter can be computed from the formers).

**Definition 6.** An IBKIS scheme has secure key-updates if the view of any adversary $A$ making a key-update
exposure at \((ID_i,t_2,t_1)\) can be perfectly simulated by an adversary \(A'\) issuing oracle \(TKO(\cdot,\cdot)\) queries on \((ID_i,t_2)\) and \((ID_i,t_1)\).

## 4 Our Proposed Scheme

Based on Paterson-Schuldt’s IBS scheme\(^{[20]}\), which is based on Water’s ID-based encryption scheme\(^{[21]}\), we propose a new IBKIS scheme in this section.

### 4.1 Construction

Let \(G_1\) and \(G_2\) be two groups with prime order \(q\) of size \(k\), \(g\) be a random generator of \(G_1\), and \(\hat{e}\) be a bilinear map such that \(\hat{e}: G_1 \times G_1 \rightarrow \mathbb{G}_t\) and \(H_i : \{0,1\}^* \rightarrow \{0,1\}^{n_i}\) be two collision-resistant hash functions for some \(n_u, n_m \in \mathbb{Z}\). Let \(F\) be a pseudo random function (PRF)\(^{[22]}\) such that given a \(k\)-bit seed \(s\) and a \(k\)-bit argument \(x\), it outputs a \(k\)-bit string \(F_s(x)\). The proposed IBKIS scheme consists of the following six algorithms:

**Setup:** Given a security parameter \(k\), PKG first picks \(* R_{Q_k} R_{G_1} g \in \mathbb{G}_t\) and defines \(g_1 = g^\alpha\). It then chooses \(u', m' \in \mathbb{G}_1\) and two vectors \(\hat{u}, \hat{m}\) such that \(\hat{u}, \hat{m} \in \{0,1\}^*\) for \(1 \leq i \leq n_u\), \(1 \leq j \leq n_m\). For easy explanation, we define two functions \(L_1, L_2\) such that \(L_1(S) = u \prod_{i \in S} u_i\) for any set \(S \subseteq \{1, \ldots, n_u\}\), \(L_2(S') = m \prod_{j \in S'} m_j\) for any set \(S' \subseteq \{1, \ldots, n_m\}\).

Then the master key is \(msk = g^\alpha\) and the public parameters is \(para = (G_1, G_2, \hat{e}, q, g, g_1, g_2, u', m', U, M, H_1, H_2, L_1, L_2)\).

To make the notation easy to follow, hereafter, we use \(U_{ID_i}, U_{ID_i}'\) and \(M_m\) to denote the following sets for a given identity \(ID\), a period index \(t\) and a message \(m\) as follows:

- \(U_{ID_i,t} = \{i | S_1[i] = 1, S_2[i] = H_i(ID, t)\} \subseteq \{1, \ldots, n_u\}\),
- \(U_{ID_i}' = \{j | S_2[j] = 1, S_3[j] = H_i(ID)\} \subseteq \{1, \ldots, n_m\}\),
- \(M_m = \{k | S_3[k] = 1, S_3[k] = H_2(m)\} \subseteq \{1, \ldots, n_m\}\).

**Extract:** Given an identity \(ID\), the PKG first randomly chooses a helper key \(HK_{ID} \in \{0,1\}^k\) and Computes \(k_{ID,0} = F_{HK_{ID}}(0 \parallel ID)\). Note that if the length of the input for \(F\) is less than \(k\), we can add some “0”s as the prefix to meet the length requirement. Then PKG chooses \(r \in \mathbb{G}_q\) and defines the initial temporary secret key as

\[
TSK_{ID,0} = (g_2^r L_1(U_{ID_1})^{k_{ID,0}} g, k_{ID,0}, g^r) \tag{1}
\]

**UpdH:** Given an identity \(ID\) and two period indices \(t_1, t_2\), the helper for user \(ID\) first computes \(k_{ID,t_1} = F_{HK_{ID}}(t_1 \parallel ID)\) and \(k_{ID,t_2} = F_{HK_{ID}}(t_2 \parallel ID)\), then defines and returns the update key as

\[
UK_{ID,t_1,t_2} = \left( L_1(U_{ID,t_1})^{k_{ID,t_1}} g, k_{ID,t_2}, g^r \right).
\]

**UpdS:** Given a period index \(t_1\), an update key \(UK_{ID,t_1,t_2} = (\hat{U}_{ID,t_1,t_2}, \hat{R}_{ID,t_1})\) and a temporary secret key \(TSK_{ID,t_2} = (U_{ID,t_2}, R_{ID,t_2}, R)\), the temporary secret key for user \(ID\) in period \(t_1\) can be computed as

\[
TSK_{ID,t_1} = (U_{ID,t_2}, \hat{U}_{ID,t_1,t_2}, \hat{R}_{ID,t_1}, R) \tag{2}
\]

Note that for a given identity \(ID\) and a given period index \(t\), the corresponding temporary secret key is always set to

\[
TSK_{ID,t} = (g_2^r L_1(U_{ID_1})^{k_{ID,t}} g, k_{ID,t}, g^r)
\]
where \(k_{ID,t} = F_{HK_{ID}}(t \parallel ID)\).
Sign: in period \( t \), the signer \( ID \) with temporary secret key \( TSK_{ID,t}=(U_{ID,t},R_{ID,t},R) \) can produce the signature on message \( m \) as follows: Choose \( r'_i, r_m \in \mathbb{Z}_q^* \), and then compute the signature as

\[
\sigma = (t, U_{ID,t}^\gamma \cdot L_t(U_{ID,t}^\gamma) \cdot L_z(M_m)^{\psi}(R,R)^{\psi})
\]

Note that let \( r_i = k_{ID,t} + r'_i \) with \( k_{ID,t} = F_{ID,m}(t \mid ID) \), the signature is always set to be

\[
\sigma = (t, g_z^\psi \cdot L_t(U_{ID,t}^\psi) \cdot L_z(U_{ID,t})^{\psi} \cdot L_z(M_m)^{\psi}, g^\psi, g^\psi, g^\psi)
\]

Verify: Given a purported signature \( \sigma=(t, V, R, R, R_m) \) on an identity \( ID \) and a message \( m \), a verifier accepts \( \sigma \) iff. the following equality holds

\[
\hat{e}(g, V) = \hat{e}(g, g_z) \hat{e}(R, L_t(U_{ID,t}^\psi)) \hat{e}(R, L_z(U_{ID,t})) \hat{e}(R_m, L_z(M_m))
\]

4.2 Correctness

The consistency of this scheme can be explained as follows:

\[
\hat{e}(g, V) = \hat{e}(g, g_z^2 L_t(U_{ID,t}^\gamma) \cdot L_z(M_m)^{\psi})
\]

\[
= \hat{e}(g, g_z^2) \hat{e}(g, L_t(U_{ID,t}^\gamma)) \hat{e}(g, L_z(M_m)^{\psi})
\]

\[
= \hat{e}(g^\psi, g_z) \hat{e}(g^\psi, L_t(U_{ID,t}^\psi)) \hat{e}(g^\psi, L_z(M_m))
\]

4.3 Desirable properties

Our scheme supports unbounded number of time periods\([6]\), i.e., the the total number of periods, say \( N \), is not involved in algorithm Setup. Algorithms \( UpdH \) and \( UpdS \) further show that our scheme supports random-access key-updates\([6]\), since one can update \( TSK_{ID,t_2} \) to \( TSK_{ID,t_1} \) in one “step” for any time period indices \( t_1, t_2 \). In Section 5, we will prove that our scheme is perfectly key-insulated, strong key-insulated and has secure key-updates.

5 Security Analysis

In this section, to support our scheme, we will give its provable security in the standard model.

Theorem 1. The proposed scheme is perfectly key-insulated in the standard model, assuming that (1) the CDH assumption holds in \( G_1 \); (2) the hash function \( H \) is collision-resistant; (3) the function \( F \) is a pseudo random function.

Proof: Without loss of generality, we assume that the hash function \( H \) is collision-resistant and the function \( F \) is a pseudo random function, then given an adversary \( A \) that has advantage \( \varepsilon \) against the perfectly key-insulated security of our proposed scheme by running in time \( T \), asking at most \( q_k, q_\ell \) and \( q_\ell \), queries to oracles \( KEO(\cdot) \), \( TKO(\cdot, \cdot) \) and \( SO(\cdot, \cdot) \) respectively, there exists a \((t', \ell')\)-adversary \( B \) against the CDH assumption in \( G_1 \) with

\[
\begin{align*}
T' & \leq T + O((q_k + q_\ell) t_e + (n_u (q_k + q_\ell) + (n_u + n_m) q_\ell) t_m) \\
\ell' & \geq \frac{27(n_u + 1)^2(n_u + 1)(q_k + q_\ell + 2q_\ell)^2 q_\ell}{\varepsilon}
\end{align*}
\]

where \( t_e \) and \( t_m \) denote the running time of an exponentiation and a multiplication in \( G_1 \) respectively.

We will show how to construct a \((t', \ell')\)-adversary \( B \) against the CDH assumption in group \( G_1 \). On inputting \((g, g_a^b, g_b^c) \in G_1^3 \) for some unknown \((a, b, c) \in \mathbb{Z}_q^3 \), \( B \)'s goal is to compute \( g^{ab} \). \( B \) plays the role of \( A \)'s challenger and works by interacting with \( A \) in a game defined as follows:

Setup: \( B \) first sets \( l_u = \frac{3(q_k + q_\ell + 2q_\ell)}{2} \), \( l_m = 2q_\ell \). Here we assume \( l_u (n_u + 1) > q \) and \( l_m (n_m + 1) > q \). Next it randomly chooses two integers \( k_u \) and \( k_m \) with \( 0 \leq k_u \leq n_u \) and \( 0 \leq k_m \leq n_m \). Besides, the following integers are chosen:
\[ x' \in \mathbb{Z}_p, z' \in \mathbb{Z}_p, y', w' \in \mathbb{Z}_q, \{ \tilde{x}_i \in \mathbb{Z}_p \}_{i=1, \ldots, n_1}, \{ \tilde{z}_j \in \mathbb{Z}_p \}_{j=1, \ldots, n_2}, \{ \tilde{y}_i \in \mathbb{Z}_q \}_{i=1, \ldots, n_3}, \{ \tilde{w}_i \in \mathbb{Z}_q \}_{i=1, \ldots, n_4}. \]

Then a set of public parameters defined below are passed to \( A \)
\[
\begin{align*}
g_1 &= g^a, \quad g_2 = g^b, \quad u' = g_2^{\tilde{z}'-\tilde{z}k_1} g^\tilde{y}', \quad m' = g_2^{\tilde{z}'-\tilde{z}k_0} g^w'. \\
\tilde{U} &= (\tilde{u}_i) \text{ with } \tilde{u}_i = g_2^{\tilde{z}_i} g^{\tilde{y}_i} \text{ for } i = 1, \ldots, n_u. \\
\tilde{M} &= (\tilde{m}_j) \text{ with } \tilde{m}_j = g_2^{\tilde{y}_j} g^{\tilde{w}_j} \text{ for } j = 1, \ldots, n_m.
\end{align*}
\]

Observe that from the perspective of the adversary, the distribution of these public parameters are identical to the real construction. Note that the master key is implicitly set to be \( g_2^{a} = g_2^{b} = g^\alpha. \)

To make the notation easy to follow, we also define four functions \( J_1, J_2, K_1 \) and \( K_2 \) such that for any set \( S \subseteq \{1, \ldots, n_u \} \) and \( S' \subseteq \{1, \ldots, n_m \} \),
\[ K_i(S) = x' - \tilde{z}_i k_1 + \sum_{i \in S} \tilde{x}_i, \quad J_i(S) = y' + \sum_{i \in S} \tilde{y}_i, \quad K_i(S') = z' - \tilde{z}_j k_m + \sum_{j \in S'} \tilde{z}_j, \quad J_i(S') = w' + \sum_{j \in S'} \tilde{w}_j. \]

Note that for any set \( S \subseteq \{1, \ldots, n_u \}, S' \subseteq \{1, \ldots, n_m \} \) the following equalities always hold
\[ g_2^{|K(S)J(S)|} = L_i(S), \quad g_2^{|K(S')J(S')|} = L_i(S'). \]

Before describing the simulation, we point out that some implicit relations exist in our scheme: according to Eq.(2), all the temporary secret keys of a given user share the same exponent \( r \), and according to Eq.(4), all the signatures generated by a given signer also share the same exponent \( r \). To embody these relations in the simulation, \( B \) forms an initially empty list named \( R^{list} \) as explained below. For easy explanation, an algorithm named \( RQuery(ID) \) is also defined such that for an input \( ID \), if there exists a tuple \((ID, \tilde{r}) \) in \( R^{list} \), then \( \tilde{r} \) is returned, otherwise, it chooses \( \tilde{r} \in \mathbb{Z}_q^* \), and adds \((ID, \tilde{r}) \) into \( R^{list} \) and returns \( \tilde{r} \).

**Oracles Simulation:** \( B \) answers a series of oracle queries for \( A \) in the following way:

**Oracle KEO() simulation:** \( B \) maintains a list \( HK^{list} \) which is initially empty. Upon receiving an extract query on identity \( ID \), \( B \) outputs “failure” and aborts if \( K_i(U'_{ID}) = 0 \mod q \) (denote this event by \( E1 \)). Otherwise, \( B \) first searches \( HK^{list} \) for tuple \((ID, HK_{ID}) \) (if \( HK^{list} \) does not contain this tuple, it chooses \( HK_{ID} \in \mathbb{Z}_q^* \) and adds \((ID, HK_{ID}) \) into \( HK^{list} \)), then it computes \( \tilde{r} = RQuery(ID), \quad k_{ID, 0} = F_{HK_{ID}}(0 \parallel ID) \) and defines \( TSK_{ID, 0} \) as
\[
TSK_{ID, 0} = \left\{ \frac{J_{i(U'_{ID})}}{K_{i(U'_{ID})}} L_i(U'^*_{ID}) L_i(U_{ID,0})^{k_{ID,0}}, g^{k_{ID,0}}, g_i^{K_{i(U'_{ID})}} g^1 \right\}
\]

At last, \( B \) responds with \( TSK_{ID, 0} \) and \( HK_{ID} \) to \( A \). Observe that if \( r = \tilde{r} - \frac{a}{K_i(U'_{ID})} \), then it can be verified that \( TSK_{ID, 0} \) has the correct form as Eq.(1).

**Oracle TKO() simulation:** As argued in Remark 2, we require that \( A \) only queries oracle \( TKO() \) on the challenged identity. Upon receiving a temporary secret key query \((ID, \tilde{r}) \), \( B \) outputs “failure” and aborts if \( L_1(U'_{ID}) = L_1(U_{ID}) \equiv 0 \mod q \) holds (denote this event by \( E2 \)). Otherwise, due to the fact that \( k_{ID, 1} \) is the output of a PRF and \( A \) does not know \( HK_{ID} \), \( B \) can freely define \( k_{ID, 1} \) itself. \( B \) constructs \( TSK_{ID, 1} \) for \( A \) as follows: It first chooses \( \tilde{k}_{ID, 1} \in \mathbb{Z}_q^* \), computes \( \tilde{r} = RQuery(ID) \), and then defines \( TSK_{ID, 1} \) according to two cases
\[
TSK_{ID, 1} = \left\{ \begin{array}{ll}
\left\{ \frac{J_{i(U'_{ID})}}{K_{i(U'_{ID})}} L_i(U'^*_{ID}) L_i(U_{ID,1})^{k_{ID,1}}, g^{k_{ID,1}}, g_i^{K_{i(U'_{ID})}} g^1 \right\}, & \text{if } L_1(U'_{ID}) \equiv 0 \mod q \\
\left\{ \frac{J_{i(U'_{ID})}}{K_{i(U'_{ID})}} L_i(U'^*_{ID}) L_i(U_{ID,1})^{k_{ID,1}}, g^{k_{ID,1}}, g_i^{K_{i(U'_{ID})}} g^1 \right\}, & \text{else if } L_1(U_{ID}) \equiv 0 \mod q
\end{array} \right.
\]

Note that in both cases, it can be verified that \( TSK_{ID, 1} \) has the correct form as Eq.(2).
Oracle SO(\ldots) simulation: Upon receiving a signing query \( \langle ID, t, m \rangle \), B outputs “failure” and aborts if \( K_{1}(U'_{id}) = K_{1}(U_{id}) = K_{2}(M_{m}) = 0 \mod q \) holds (denote this event by \( E_{3} \)). Otherwise, B first computes \( \hat{r} = R_{query}(ID) \), chooses \( r, r_{m} \in \mathbb{Z}_{q}^{\ast} \), and then constructs the signature \( \sigma \) for \( A \) according to three cases

\[
\sigma = \begin{cases} 
    t, g_{1}^{K_{1}(U'_{id})} L_{1}(U'_{id})^{y} L_{2}(M_{m})^{y} g_{1}^{-1} g^{y}, & \text{if } K_{1}(U'_{id}) \neq 0 \mod q \\
    t, g_{1}^{K_{2}(M_{m})} L_{1}(U'_{id})^{y} L_{2}(M_{m})^{y} g_{1}^{-1} g^{y}, & \text{else if } K_{1}(U'_{id}) = 0 \mod q \\
    t, g_{1}^{K_{2}(M_{m})} L_{1}(U'_{id})^{y} L_{2}(M_{m})^{y} g_{1}^{-1} g^{y}, & \text{else if } K_{2}(M_{m}) \neq 0 \mod q 
\end{cases}
\]

Observe that \( \sigma \) is indeed a valid signature in all cases.

Forge: Eventually, \( A \) returns a forged signature \( \sigma' = (t', V', R_{r}, R_{r'_{m}}) \) on message \( m' \) and identity \( ID' \) with the constraint described in Definition 4. B outputs “failure” and aborts if \( K_{1}(U'_{id}) = K_{1}(U'_{id'}) = K_{2}(M_{m}) = 0 \mod q \) does not hold (denote this event by \( E_{4} \)). Otherwise, B can successfully derive \( g^{ab} \) as

\[
g^{ab} = \frac{V' R^{K_{1}(U'_{id})} R^{K_{2}(M_{m})}}{R^{K_{1}(U_{id})} R^{K_{2}(M_{m})}}
\]

This completes the simulation. From the description of \( B \), we know that the time complexity of \( B \) is dominated by the exponentiations and the multiplications in the oracle simulations. Since there are \( O(1) \) exponentiations in each oracle simulation, and \( O(n_{a}) \), \( O(n_{b}) \) and \( O(n_{a}+n_{b}) \) multiplications in the simulation of oracles \( KEO(\cdot) \), \( TKO(\cdot, \cdot) \) and \( SO(\cdot, \cdot, \cdot) \) respectively, we known that the time complexity of \( B \) is bounded by

\[
T' \leq T + O((q_{a}+q_{b}+q_{t})(n_{a}+n_{b}+q_{e})) + O((n_{a}+n_{b})q_{s})n_{s}.
\]

Let \( \Pr[\neg abort] \) denote the probability of \( B \)'s not aborting. Similarly to the analysis in Ref.[20], we can have

\[
\Pr[\neg abort] \geq \frac{1}{27(n_{a}+1)(n_{b}+1)(q_{a}+q_{b}+2q_{t})^{3}q_{s}}.
\]

It can be seen that in the above simulation, all the temporary secret keys of a given user share the same exponent \( r \), and all the signatures generated for a given user also share this same exponent \( r \). From the description of the simulation, we know that if \( B \) does not abort, the responses for \( A \)'s oracle queries are identical to the real environment, and \( A \) can successfully return a valid forged signature with advantage \( \varepsilon \). Therefore, \( B \) can solve the CDH problem instance with advantage

\[
\varepsilon' \geq \frac{\varepsilon}{27(n_{a}+1)(n_{b}+1)(q_{a}+q_{b}+2q_{t})^{3}q_{s}}.
\]

This concludes the proof of the theorem.

**Theorem 2.** The proposed scheme is strongly key-insulated in the standard model, assuming that (1) the CDH assumption holds in \( G_{1} \); (2) the hash function \( H \) is collision-resistant; (3) the function \( F \) is a pseudo random function.

**Proof:** Without loss of generality, we assume that the hash function \( H \) is collision-resistant and the function \( F \) is a pseudo random function, then given an adversary \( A \) that has advantage \( \varepsilon \) against the strong key-insulated security of our proposed scheme by running within time \( T, \) asking at most \( q_{a}, q_{b} \) and \( q_{t} \) queries to oracles \( KEO(\cdot), HKO(\cdot, \cdot) \) and \( SO(\cdot, \cdot, \cdot) \) respectively, there exists a \((T', \varepsilon')\) adversary \( B \) against the CDH assumption in \( G_{1} \) with
\[
\begin{align*}
T' & \leq T + O((q_k + q_s)t_e + (n_uq_k + (n_u + n_m)q_e)\eta_u), \\
\epsilon' & \geq \frac{\epsilon}{27(n_u + 1)(n_m + 1)(q_e + 2q_s)^2q_s},
\end{align*}
\]
where \( t_e \) and \( t_m \) have the same meaning as Theorem 1.

On inputting \( (g, g^{a^*}, g^b) \in \mathbb{G}_1^2 \) for some unknown \( a, b \in \mathbb{Z}_q^* \), \( B \) interacts with \( A \) as follows:

**Setup:** The same as Theorem 1 except that \( l_a \) is set to be \( l_a = \frac{3(q_k + 2q_s)}{2} \).

**Oracles Simulation:** \( B \) provides the simulation of oracles \( KEO(\cdot) \) and \( SO(\cdot, \cdot, \cdot) \) for \( A \) in the following way:

**Oracle \( KEO(\cdot) \) simulation:** \( B \) maintains a list \( HK_{\text{list}} \) which is initially empty. Upon receiving a helper key query on \( ID \),\( B \) first checks whether \( HK_{\text{list}} \) contains a tuple \((ID, HK)\). If it does, \( HK_{ID} \) is returned to \( A \). Otherwise, \( B \) chooses \( HK_{ID} \in \{0, 1\}^k \), adds \((ID, HK_{ID})\) into \( HK_{\text{list}} \) and returns \( HK_{ID} \) to \( A \).

**Forge:** Eventually, \( A \) returns a forged signature \( \sigma^* \) with the constraint described in Definition 5. \( B \) can derive \( g^{ab} \) in the same way as Theorem 1.

Similarly to Theorem 1, we can bound the complexity of \( B \) by
\[
T' \leq T + O((q_k + q_s)t_e + (n_uq_k + (n_u + n_m)q_e)\eta_u),
\]
and the advantage of \( B \) by
\[
\epsilon' \geq \frac{\epsilon}{27(n_u + 1)(n_m + 1)(q_e + 2q_s)^2q_s}.
\]

**Theorem 3.** The proposed scheme has secure key-updates.

This theorem follows from the fact that for any period indices \( t_1, t_2 \) and any identity \( ID \), the update key \( UK_{ID,t_1,t_2} \) can be derived from \( TSK_{ID,t_1} \) and \( TSK_{ID,t_2} \).

6 Conclusions

With more and more cryptographic primitives applied to insecure environments such as mobile devices, key-exposure seems inevitable. This problem is perhaps the most dangerous attack on a cryptosystem since it typically means that security is entirely lost. To minimize the damage caused by key-exposure in ID-based signature scenarios, Zhou, et al.\[^{[17]}\] adopted the key-insulation method and proposed an IBKIS scheme. However, their scheme is not strong key-insulated and their probably security is based on the random oracle model. In this paper, we re-formalize the definition and security notions for IBKIS schemes, and then propose a new IBKIS scheme with strong key-insulated security. Moreover, our scheme is provably secure in the standard model without resorting to the random oracle methodology. This is an attractive property since a proof in the random oracle model can only serve as a heuristic argument and can not imply the security in the implementation.
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